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The A D V A N C E S I N C H E M I S T R Y S E R I E S was founded in 1949 by 
the American Chemical Society as an outlet for symposia and 
collections of data in special areas of topical interest that could 
not be accommodated in the Society's journals. It provides a 
medium for symposia that would otherwise be fragmented 
because their papers would be distributed among several 
journals or not published at all. Papers are reviewed critically 
according to ACS editorial standards and receive the careful 
attention and processing characteristic of ACS publications. 
Volumes in the A D V A N C E S I N C H E M I S T R Y S E R I E S maintain the 
integrity of the symposia on which they are based; however, 
verbatim reproductions of previously published papers are not 
accepted. Papers may include reports of research as well as 
reviews, because symposia may embrace both types of 
presentation., 
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P R E F A C E 

Î J L E C T R O N I C M A T E R I A L S P R O C E S S I N G is an intensely interdisc ip l inary field 
that reaches beyond the tradit ional boundaries of electrical engineering, 
materials science, physics, chemistry , and chemical engineering. T h e goal 
of electronic materials processing is to design and contro l processes and 
processing sequences i n order to manufacture materials w i t h specific char
acteristics. Because chemicals are invariably the starting point for these 
efforts, chemical engineers can play a pivotal role i n achieving this goal. 
A l though processing requirements are quite different from those encoun
tered i n the chemical industry , chemical engineers can take advantage of 
their background i n chemical kinetics , reactor design, heat transfer, fluid 
flow, and mass transfer to attack the problems that l imi t the product ion of 
materials and devices. However , to effectively accomplish this task, chemical 
engineers must broaden their knowledge base to include the electronic and 
optical properties of materials. 

E lec t ron i c materials encompass a wide variety of solids and their ap
plications. Nevertheless , the area that has become synonymous w i t h elec
tronic materials is microelectronics. This situation has arisen because of the 
rapid and pervasive development and growth of microelectronic devices or 
integrated circuits (ICs). A l though there are l i teral ly hundreds of i n d i v i d u a l 
steps that compose the manufacture of an I C , essentially each one is a 
chemical process. Thus , this book emphasizes the fundamental chemical 
engineer ing pr inc iples invo lved in the fabrication of I C s . This vo lume is 
intended to be a tutorial tool rather than a comprehensive review. Add i t i ona l 
details on specific topics can be obtained from the extensive list o f references 
at the end of each chapter. 
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1 

Microelectronics Processing 

Dennis W. Hess1 and Klavs F. Jensen2 

1Department of Chemical Engineering, University of California, Berkeley, CA 
94720-9989 

2Department of Chemical Engineering and Materials Science, University of 
Minnesota, Minneapolis, MN 55455 

This chapter gives an overview of issues related to electronic materials 
processing, with particular emphasis on the fabrication of silicon
-based integrated circuits. Selected aspects of solid-state physics are 
reviewed as a background for processing issues. Unit operations in 
integrated-circuit manufacturing are summarized, and an example 
of a process sequence for the fabrication of a metal
-oxide-semiconductor is given to provide a perspective of the specific 
processes described in subsequent chapters. 

SINCE 1980, FIRMS S P E C I A L I Z I N G IN T H E P R O C E S S I N G of electronic materials 
have employed 1 5 - 3 0 % of chemical engineering graduates at al l degree 
levels. L i k e other specialized areas for chemical engineers (e.g., b iotech
nology, waste treatment, food processing, and pharmaceuticals), the elec
tronic materials field makes use of the broad mult id isc ip l inary scientific and 
engineering background of chemical engineers. I n particular, the processing 
of materials and the fabrication of electronic, magnetic, and optical devices 
require a knowledge of chemistry , solid-state physics, materials science, 
chemical kinetics , reactor design, heat transfer, fluid flow, and mass trans
port. Numerous examples of these topics w i l l be evident i n succeeding 
chapters. T h e overal l goal of this book is to demonstrate that the manufacture 
of solid-state materials and devices is s imply chemical processing. 

T h e microelectronic (or semiconductor) industry is not the only so l id -
state-processing industry that extensively uses chemists and chemical e n 
gineers, although this particular industry often gets the most attention be 
cause of the extraordinary and rapid success it has achieved. Industries 

0065-2393/89/0221-0001$09.25/0 
© 1989 American Chemical Society 
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2 MICROELECTRONICS PROCESSING: CHEMICAL ENGINEERING ASPECTS 

invo lved in optical coatings; solar-energy conversion; wear-resistant layers; 
solid-state batteries; electrochemistry; and magnetic, optical , and photonic 
devices are intensely interested i n chemists and and chemical engineers for 
process research and development and product manufacture. The scientific 
background and process technology needed for microelectronic-device fab
rication is used i n essentially a l l of the industries just ment ioned. 

This book w i l l concentrate on the chemistry and fundamental chemical 
engineering pr inc iples needed for integrated-circuit (IC) manufacture. I n 
tegrated circuits are current ly used i n consumer items, such as hand-he ld 
calculators, digital watches, microwave ovens, and automobiles, and i n 
microprocessors for communicat ion , defense, education, medic ine , and 
space exploration. Natura l ly , new application areas are continual ly be ing 
developed. 

To appreciate the rapid development of process technology, the pro 
gression of the I C industry must be considered first. (For summaries of the 
historical development of this field, see references 1 and 2.) A central theme 
in the I C industry is the simultaneous fabrication of hundreds of monol i th ic 
ICs (or chips) on a wafer (or slice) of s i l icon (or other material such as ga l l ium 
arsenide), w h i c h is typical ly 100-150 m m i n diameter and 0.75 m m thick. 
I n s i l icon technology, ch ip areas generally range from a few square m i l l i 
meters to over 100 m m 2 . A large n u m b e r (often more than 100) of ind iv idua l 
process steps, w h i c h are precisely control led and carefully sequenced, are 
requ ired for the fabrication. 

As an example of S i technology, F i g u r e 1 illustrates a packaged 1-megabit 
dynamic-random-access-memory ( D R A M ) ch ip on a 150-mm-diameter S i 
substrate containing fabricated chips. E a c h of the chips w i l l be cut from the 
wafer, tested, and packaged l ike the chip shown on top of the wafer. T h e 
chip is based on a l-μΐΉ m i n i m u m feature size and contains 2,178,784 active 
devices. It can store 1,048,516 bits of information, w h i c h corresponds to 
approximately 100 typewri t ten pages. 

I C s are bu i l t -up from layers of th in (usually between 1 n m and 2 μιτι) 
conducting, insulat ing, and semiconduct ing films. E a c h film has a pattern 
etched into i t , so that an exactly registered array of these layers forms 
ind iv idua l components such as transistors, resistors, diodes, and capaci
tors. These components are interconnected by patterned conduct ing films 
("wires") to y i e l d circuits . F i g u r e 2 illustrates a typical process sequence 
starting from the S i raw material , through S i wafer product ion , device m a n 
ufacture, wafer section, and, finally, to packaging of the final ch ip (3). 

T h e application areas for I C s have expanded continuously, because 
greater c ircuit complexity can be real ized as the number of components on 
a single ch ip increases (Figure 3) (4). F r o m the inception of the semicon
ductor industry i n 1959 u n t i l the early 1970s (Figure 3, segment A) , the 
n u m b e r of components on a s i l icon chip doubled every year. T h e pace s lowed 
a bit from 1972 to 1984, w h e n the number of components on a chip doubled 
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1. HESS & JENSEN Microelectronics Processing 3 

Figure 1, A packaged 1-megabit dynamic-random-access-memory (DRAM) sil
icon chip on a processed 150-mm-diameter Si wafer. (Used by courtesy of G. 

B. Larrabee, Texas Instruments.) 

every L 5 years. Projections to the year 2015 (Figure 3, segments C E F and 
C D G ) depend upon the m i n i m u m feature (pattern) size assumed for the 
circuits. That is, i f the patterned-f i lm dimensions decrease, then component 
sizes also decrease, and more components can be fabricated on a si l icon ch ip 
of fixed area. T h e m i n i m u m feature size of mass-produced (production) c i r 
cuits has steadily dropped over the past 25 years (Figure 4). Markers placed 
along or near the l ine i n F i g u r e 4 serve as indicators of relative pattern sizes. 

The different length scales and small feature sizes invo lved i n micro 
electronic devices are demonstrated graphically i n F i g u r e 5 by comparison 
of the size of device features to that of a ladybug. T h e magnification increases 
for each picture i n clockwise d irect ion starting at the upper left p ic ture , 
w h i c h shows a ladybug on a 75-mm-diameter wafer, and end ing at the lower 
left p ic ture , w h i c h shows 2-μ m metal l ines of an ind iv idua l electrical device. 

To appreciate the fabrication sequences and, thus, the future directions 
and needs of I C process technology, the operation of s imple solid-state 
devices must be understood. T h e fo l lowing section gives a short introduct ion 
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1. HESS & JENSEN Microelectronics Processing 5 

10 7 , Ύ 

)\J- I I I L x J I I I l _ 
1960 1970 1980 1990 2 0 0 0 2010 

Year 

Figure 3. Components per silicon chip versus calendar year. Segments A and 
Β are history; segments COG and CEF are projections based upon 0.5- and 
0.25-μm minimum feature sizes, respectively. (Reproduced with permission 

from reference 4. Copyright 1984 IEEE.) 

to solid-state physics. Add i t i ona l detai l may be found i n solid-state and device 
physics textbooks by , for instance, Warner and G r u n g (2), Ashcroft and 
M e r m i n (5), K i t t e l (6), Sze (7, 8), and G r o v e (9). 

Overview of Solid-State Physics 

Crystal Structure. Solids can be classified into three groups accord
ing the ir conductivity . Insulators such as S i 0 2 typical ly have conductivit ies 
less than 10" 8 (Ω-cm)" 1 , whereas conductors (e.g., metals) have conductivit ies 
greater than 10 3 (Ω-cm)" 1 . Solids w i t h intermediate conductivities are cal led 
semiconductors. These inc lude e lemental semiconductors (e.g., Si) or c o m 
pound semiconductors made up of atoms from groups II to V I of the per iodic 
table, such as Z n S e (group I I - V I compound semiconductor), G a A s (group 
I I I - V compound semiconductor), S i C (group I V - I V compound semicon
ductor), and PbTe (group I V - V I compound semiconductor). 

A sol id can have an amorphous, polycrystal l ine, or single-crystall ine 
physical structure. I n single crystals, the atoms are arranged i n three -d i 
mensional per iodic arrays. T h e crystal structure of S i is the d iamond lattice, 
in w h i c h each S i atom is tetrahedrally coordinated w i t h four other S i atoms. 
This structure can be v iewed as two interpenetrating face-centered-cubic 
(fee) lattices displaced from each other by one-quarter of the distance along 
the cube diagonal (Figure 6a). C o m p o u n d semiconductors of the type A B 
(e.g., GaAs) typical ly have a z inc b lende lattice (Figure 6b), w h i c h is s imply 
the d iamond structure w i t h one fee lattice composed of A atoms (e.g., Ga) 
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6 MICROELECTRONICS PROCESSING: CHEMICAL ENGINEERING ASPECTS 

Smallest Bacteria Ô 

0.11 
I960 1970 

YEAR 
1980 1990 

Figure 4. Trend in minimum feature size on silicon integrated circuits versus 
year of circuit introduction. Markers (o) give an indication of relative feature 

size. 

and the other fee lattice composed of Β atoms (e.g., As). T h e long-range 
order persists i n polycrystal l ine solids but is restricted to small crystallites 
separated by imperfections or defects cal led grain boundaries. Amorphous 
materials have no long-range lattice structure, but the nearest neighbor (i.e., 
short-range) bond ing is regular. F o r instance, insulators such as S i 0 2 and 
S i 3 N 4 are deposited as amorphous films. 

T h e specific application of a material generally determines the particular 
structure desired. F o r example, hydrogenated amorphous si l icon is used for 
solar cells and some special ized electronic devices (10). Because of their 
higher carrier mobi l i ty (see C a r r i e r Transport , Generat ion , and R e c o m b i 
nation), single-crystall ine e lemental or compound semiconductors are used 
i n the majority of electronic devices. Polycrystal l ine metal films and h ighly 
doped polycrystal l ine films of si l icon are used for conductors and resistors 
i n device applications. 
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8 MICROELECTRONICS PROCESSING: CHEMICAL ENGINEERING ASPECTS 

Zinc blende 

Figure 6. Top, diamond lattice (Si); bottom, zinc blende lattice (GaAs). (Re
produced with permission from reference 8. Copyright 1985 Wiley.) 

Energy Bands. Electrons make up the chemical bonds between at
oms i n a sol id. In s i l icon, this bond ing is pr imar i ly covalent, whereas i n 
compound semiconductors (group I I - V I compounds i n particular), the bonds 
also have substantial ionic character. T h e electrons part ic ipating i n these 
bonds are t e rmed valence electrons. F r e e electrons created by breaking 
bonds or doping (see Chapter 6) are available for current flow and are k n o w n 
as conduction electrons. 

W h e n a b o n d is broken and a free electron is removed, a hole or e lectron 
vacancy is created. W h e n this vacancy is filled by an electron from a ne igh 
bor ing bond , the result is a hole mov ing i n a direct ion opposite to that of 
the electron. Thus the hole may be considered as a (fictitious) particle w i t h 

Pu
bl

is
he

d 
on

 M
ay

 5
, 1

98
9 

on
 h

ttp
://

pu
bs

.a
cs

.o
rg

 | 
do

i: 
10

.1
02

1/
ba

-1
98

9-
02

21
.c

h0
01



1. HESS & JENSEN Microelectronics Processing 9 

a positive charge. These free electrons and holes are responsible for the 
operation of electronic devices. 

Electrons associated w i t h gas molecules have discrete energy levels , 
because they are essentially unperturbed by other molecules. W h e n atoms 
are brought together to form a sol id , their electron wave functions interact, 
and the result ing discrete energy states form nearly continuous bands of 
al lowed electron energies. T h e energy levels w i t h i n each band are filled by 
pair ing electrons according to the P a u l i exclusion pr inc ip le . The highest 
energy filled or partial ly filled band is cal led the valence band, and the next 
highest (often empty) band is cal led the conduction band. Be tween these 
bands of a l lowed energy levels are gaps of forbidden energy levels. T h e 
energy difference between the valence band m a x i m u m and the conduction 
band m i n i m u m is the band gap, Eg. 

A t 0 Κ the valence band is completely filled and the conduction band 
is empty for insulators and semiconductors. I n insulators such as S i 0 2 , a 
large amount of energy is requ i red to break a bond and promote an electron 
to the conduction band, that is, the band gap is large ( £ g > 5 eV). Thus , 
thermal vibrations w i t h energy of the order kT (in w h i c h k is the Bo l t zmann 
constant and Τ is temperature; kT = 0.026 e V at 300 K) cannot generate 
conduct ion electrons (or holes), and the material cannot conduct current . 
Semiconductors have smaller band gaps (Eg< 2 - 3 eV), so there w i l l be a 
finite probabi l i ty of promot ing an electron from the valence band to the 
conduction band and creating a hole i n the valence band; thus the material 
can transport electrons and conduct current. 

E n e r g y band gaps for selected semiconductors are summarized i n Table 
I. O n the basis of the nature of the transition from the valence band to the 
conduction band, semiconductors are classified as direct or indirect. I n a 
direct semiconductor, the transition does not require a change i n electron 
m o m e n t u m , whereas i n an indirect semiconductor, a change i n m o m e n t u m 
is r equ i red for the transition to occur. This difference is important for optical 
devices such as lasers, w h i c h require direct-band-gap materials for efficient 
radiation emission (7, 8). As indicated i n F i g u r e 7, S i is an indirect semi 
conductor, whereas G a A s is a direct semiconductor. 

Conductors (e.g., metals) have partially filled conduction bands or over
lapping conduction and valence bands. Because of the easily accessible e n 
ergy levels (i.e., no band gap), electrons can readily move to higher energy 
levels and conduct current. 

Carrier Concentrations. Intrinsic Carriers. The number of avai l 
able carriers depends on thermal ly generated conduction band electrons and 
valence band holes, as w e l l as carriers produced from the incorporation 
(intentional or unintentional) of impuri t ies . I n an intr insic semiconductor, 
the thermal ly generated carriers dominate. T h e number of electrons (n) i n 
the conduction band can then be calculated from the integral over the density 
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12 MICROELECTRONICS PROCESSING: CHEMICAL ENGINEERING ASPECTS 

CRYSTAL MOMENTUM ρ 

(α) (b) 

Figure 7. Energy band structures of Si (a) and GaAs (h). Open circles denote 
holes in the valence bands, and closed circles denote electrons in the conduction 
bands. Crystal direction is indicated by the bracketed Miller indices. (Repro

duced with permission from reference 8. Copyright 1985 Wiley.) 

of states, Ne(E), t imes the probabi l i ty that an electronic state is occupied by 
an electron, F(£) , that is, 

η = Ρ* Ne(E)F(E)dE (1) 
JEch 

i n w h i c h £ c b and E c t are the energies at the bottom and top of the conduct ion 
band, respectively. 

The probabi l i ty d is tr ibut ion , F (E) , is the F e r m i - D i r a c d is tr ibut ion 
function 

F ( £ ) 1 + exp[(E - EF)/kT] ( 2 ) 

i n w h i c h Γ is temperature, k is the Bo l t zmann constant, and Ε is e lectron 
energy. E F is the F e r m i l eve l , w h i c h is the energy at w h i c h the probabi l i ty 
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1. HESS & JENSEN Microelectronics Processing 13 

of electron occupancy is exactly 0.5. I n an intr insic semiconductor at rea
sonable temperatures, the few available electrons are confined near the 
conduction band m i n i m u m , and equivalently , the holes are found pr imar i l y 
i n levels near the valence band max imum. Therefore, a s imple quadratic 
approximation may be used to express the density of states for the electrons 
(5, 7): 

Ne(E) = V 2 | £ - £ g | (3) 
IT 

In equation 3, mn is the effective mass of the electron, h is the Planck constant 
d iv ided by 2ir , and E g is the band gap. U n l i k e the free electron mass, the 
effective mass takes into account the interaction of electrons w i t h the per iodic 
potential of the crystal lattice; thus, the effective mass reflects the curvature 
of the conduct ion band (5). Th is curvature of the conduction band w i t h 
m o m e n t u m is apparent i n F i g u r e 7. Values of effective masses for selected 
semiconductors are l isted i n Table I. The different values for the longitudinal 
and transverse effective masses for the electrons reflect the variation i n the 
curvature of the conduction band m i n i m u m w i t h crystal d irect ion. S imi lar ly , 
the l ight - and heavy-hole mobi l i t ies are due to the different curvatures of 
the valence band m a x i m u m (5, 7). 

Insertion of equation 3 into equation 1, approximation of the F e r m i 
d istr ibut ion by a classical M a x w e l l - B o l t z m a n n distr ibut ion , and integration 
of equation 1 y i e l d the expression for the total n u m b e r of electrons i n the 
conduction band: 

η = 2(^¥ëE*-WkT (4) 

i n w h i c h Ec is the energy of the conduction band m i n i m u m . 
S imi lar ly , the concentration of holes (p) i n the valence band can be 

expressed as 

i n w h i c h m p is the effective mass of the hole and Ev is the energy of the 
valence band max imum. 

F o r an intr insic (undoped) semiconductor, the number of holes i n the 
valence band equals the n u m b e r of electrons i n the conduction band, because 
the only free carriers available arise from the promot ion of electrons from 
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14 MICROELECTRONICS PROCESSING: CHEMICAL ENGINEERING ASPECTS 

the valence band (a process that creates holes) to the conduction band. 
Therefore, the fo l lowing relationship exists 

n{ = η = ρ (6) 

i n w h i c h n{ is the intr insic carrier concentration. Combinat i on of equation 
6 w i t h equations 4 and 5 gives the intr ins ic F e r m i l eve l £ F i as a function of 
temperature: 

£ F , = ± E g + | f c r l n ^ (7) 
2 4 m n 

Because kT is smal l at room temperature (0.026 eV) and because the effective 
masses usually do not differ substantially, the F e r m i l eve l is posit ioned near 
the midd le of the band gap. F r o m the law of mass action, 

np = n* (8) 

the intr insic carr ier concentration may be der ived as a function of material 
properties: 

(mnmpfAe-^/2kT (9) 

A t room temperature the value of nx for S i is approximately 1.45 Χ 1 0 1 0 

electrons per c m 3 . 

Extrinsic Carriers. W h e n sufficient dopant is added to a semiconductor 
so that the resul t ing carrier concentration exceeds the intr insic l eve l , the 
semiconductor is cal led extrinsic. Dopants that donate free electrons to the 
conduction band are cal led donors, and dopants that accept electrons and 
release holes to the valence band are cal led acceptors. D e s i r e d dopants 
introduce energy levels w i t h i n the forbidden gap that are sl ightly be low the 
conduction band edge or sl ightly above the valence band edge; these are 
known as shallow dopants. Ρ and As are shallow donors i n S i , whereas Β is 
a shallow acceptor i n S i . Dopants that introduce energy states i n the midd le 
of the band gap, the so-called deep levels, are typical ly not useful for device 
purposes, because they do not ionize significantly at room temperature. 
Examples of impuri t ies that create deep levels i n S i are C , A u , and Pt . 

To calculate the n u m b e r of carriers result ing from the doping of a semi 
conductor, the degree of ionization of the donors must be known. M o s t 
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1. HESS & JENSEN Microelectronics Processing 15 

shallow donors i n S i are completely ionized at room temperature, and the 
number of electrons equals the n u m b e r of donors (n D ) : 

A t e q u i l i b r i u m the n u m b e r of holes may then be computed from the law of 
mass action (equation 8), because both electrons and holes are always present 
in a semiconductor. T h e F e r m i l eve l can be determined from equation 4. 

Carrier Transport, Generation, and Recombination. W h e n an 
electric field is app l ied to a semiconductor, electrons are accelerated i n the 
direct ion opposite to the field w i t h a drift velocity, vn, proport ional to the 
field, E : 

T h e proportional ity factor is the electron mobility, μ η , w h i c h has units of 
square centimeters per volt per second. The mobi l i ty is de termined by 
electron-scattering mechanisms i n the crystal. T h e two predominant m e c h 
anisms are lattice scattering and i m p u r i t y scattering. Because the ampl i tude 
of lattice vibrations increases w i t h temperature, lattice scattering becomes 
the dominant mechanism at h igh temperatures, and therefore, the mobi l i ty 
decreases w i t h increasing temperature. 

Theory predicts that the mobi l i ty decreases as T ~ 3 / 2 because of lattice 
scattering (8). B u t because electrons have higher velocities at h igh temper 
atures, they are less effectively scattered by impurit ies at h igh temperatures. 
Consequent ly , i m p u r i t y scattering becomes less important w i t h increasing 
temperature. Theoret ical models predict that the mobi l i ty increases as 
r 3 / 2 / n j , i n w h i c h ηλ is the total i m p u r i t y concentration (8). T h e mobi l i ty is 
related to the electron diffusivity, D n , through the E i n s t e i n relation 

i n w h i c h q is the electronic charge. 
B y analogy to equation 11, the drift velocity for holes (t?p) i n the valence 

band may be expressed as 

η = ηΌ 
(10) 

( H ) 

(12) 

(13) 

i n w h i c h μ ρ is the hole mobi l i ty and the minus sign is miss ing because holes 
drift i n the same direct ion as the electric field. T h e hole mobi l i ty has the 
same characteristics as the electron mobi l i ty and is related to the hole dif-
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16 MICROELECTRONICS PROCESSING: CHEMICAL ENGINEERING ASPECTS 

fusivity by the appropriate E i n s t e i n relation. Because of the larger effective 
mass of holes, the hole mobi l i ty is less than the electron mobi l i ty . 

I n a semiconductor, the total current flowing due to an appl ied field is 
the sum of the contributions of electrons ( i n ) and holes ( i p ) , as g iven by 
equation 14 

/ = In + Z p = (ηημη + ηρμρ)Ε (14) 

i n w h i c h the enclosed quantity is the conduct ivity , σ , w h i c h is the reciprocal 
of the semiconductor resistivity. Mob i l i t i e s are weak functions of tempera
ture compared w i t h the exponential dependence of the carrier concentra
tions, η and ρ (equations 4 and 5). Therefore, an estimate of the band gap 
energy, E g , may be obtained by p lott ing In σ against 1/Γ for an intr insic 
semiconductor. T h e slope is then -Eg/2k. 

L i k e the performance of chemical reactors, i n w h i c h the transport and 
reactions of chemical species govern the outcome, the performance of elec
tronic devices is de termined by the transport, generation, and recombination 
of carriers. T h e ma in difference is that electronic devices involve charged 
species and electric fields, w h i c h are present only i n special ized chemical 
reactors such as plasma reactors and electrochemical systems. F u r t h e r m o r e , 
electronic devices involve only two species, electrons and holes, whereas 
10-100 species are encountered commonly i n chemical reactors. I n the same 
manner that species continuity balances are used to predict the performance 
of chemical reactors, cont inuity balances for electrons and holes may be used 
to simulate electronic devices. T h e basic continuity equation for electrons 
has the form 

^ = -V-Ia + GB-RB (15) 
dt q 

i n w h i c h t is t ime , G n is the rate of generation of electrons, Rn is the rate 
of recombination of electrons, and In is the electron current density (i .e. , 
flux). T h e electron current density is def ined as 

i n = qpnnE 4- qDnVn (16) 

w h i c h is the sum of drift components due to an electric field and diffusion 
components due to concentration gradients. E q u a t i o n 15 is very s imilar to 
the cont inuity balance for neutral species for a binary system (10) 

^ = - V - N A + R A (15a) 
dt 

i n w h i c h cA is the concentration of species A , R A represents the reaction 
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1. HESS & JENSEN Microelectronics Processing 17 

terms, and NA is the molar flux of species A . T h e flux is def ined by equation 
16a 

dx 
N A = x A ( N A + N B ) - c D A B - ^ (16a) 

dz 

in w h i c h xA is the mole fraction of species A , NB is the molar flux of species 
B , c is the total molar concentration, D A B is the binary molar difiusivity, and 
ζ is the spatial coordinate. I n equation 16a the first t erm is the flux due to 
molar flow (drift), and the second term represents diffusion. 

Generat ion typically occurs by carrier injection across a junct ion or by 
optical excitation. Photoexcitation is accomplished by shining a l ight source 
on the semiconductor. I f the energy hv is greater than the band gap energy 
of the semiconductor, the photon can be absorbed and an e lec tron-ho le pair 
is generated. D i r e c t recombination of electrons and holes dominate i n d irect -
band-gap semiconductors such as G a A s , but this process rarely occurs i n 
indirect-band-gap semiconductors because conservation of m o m e n t u m can
not be satisfied. I n indirect-band-gap semiconductors, indirect recombina
tion invo lv ing local ized states i n the gap predominate (7, 8). Recombinat ion 
is often descr ibed i n terms of carrier l i fetimes, τ, w h i c h correspond to the 
t ime constant i n an exponential decay of carrier concentration (8). 

A cont inuity equation s imilar to equation 15 can be der ived for holes: 

| U - I v . I ( + G , - R F
 ( 1 7> 

In equation 17, J p is the hole current density, G p is the rate of generation 
of holes, and R p is the rate of recombination of holes. The hole current 
density is def ined by equation 18 

I p = ημρΡΕ - qDpVp (18) 

i n w h i c h D p is the hole diffusivity. 
In addit ion to the electron and hole continuity equations, Po issons 

equation must be satisfied. 

eVE = q( ρ — η + ^ concentrations of ionized impurit ies) (19) 

In equation 19, € is the dielectr ic permit t iv i ty of the semiconductor. 
W i t h the appropriate boundary conditions, equations 17-19 form a c om

plete descript ion of carrier generation, recombination, and transport that 
can be used to simulate device performance. M a n y examples are given i n 
the books by Warner and G r u n g (2), Sze (7, 8), and Shur (12), w i t h particular 
emphasis on device applications. A complete treatment of electronic and 
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18 MICROELECTRONICS PROCESSING: CHEMICAL ENGINEERING ASPECTS 

optical devices is outside the scope of this chapter. H o w e v e r , to gain some 
insight into the important issues i n device fabrication, a br ie f rev iew of the 
basic features of p - n junctions and transistors is useful. 

ρ—η Junctions. T h e p - n junct ion is the basic e lement of most elec
tronic devices, inc lud ing meta l - ox ide - semiconductor field effect transistors 
( M O S F E T s ) , b ipolar transistors, and solar cells. As i l lustrated i n F i g u r e 8, 
the junc t i on is the region between p- and n-type-doped semiconductor m a 
terials. This junct ion can be formed by ion implantation fol lowed by an
neal ing, dopant diffusion, or epitaxial growth of a layer of one dop ing type 
(e.g., ρ type) on the substrate (e.g., η type). These ind iv idua l processing 
steps are discussed i n subsequent chapters. E lec tr i ca l ly acceptable junct ion 
properties cannot be real ized by physical ly pressing n - and p-type semicon
ductors together because of the numerous defects at the interface. N e v e r 
theless, from the standpoint of descr ib ing the operation of a p - n junc t i on , 
the j o in ing of uni formly doped p - and η-type semiconductors (Figures 8a 
and 8b) can be considered. 

W h e n p - and η-type semiconductors are brought together, holes from 
the ρ side diffuse into the η side, and electrons from the η side diffuse to 
the ρ side. Th is process continues u n t i l a steady state is reached i n w h i c h 
electric-f ield-generated drift and carrier diffusion are balanced and no net 
current flow occurs. A t this electrochemical e q u i l i b r i u m condit ion, the F e r m i 
l eve l is constant (8). As electrons leave the η-type material , they leave b e h i n d 
uncompensated positive donor atoms that create a positive space charge. 
S imi lar ly , uncompensated negative acceptor atoms that remain i n the p-type 
material create a region of negative space charge. T h e result is an electric 
field d irected from the posit ively charged donors toward the negatively 
charged acceptors. 

T h e b u i l t - i n potential V b is given by equation 20 

i n w h i c h n A , n D , and nx are the concentrations of ionized acceptors, i on ized 
donors, and intr insic carriers, respectively. A voltage appl ied to the junct ion 
changes the balance between diffusion and drift currents. I f a positive (V > 
0) bias is appl ied to the ρ side, the energy barr ier for electron movement 
across the junc t i on is reduced and electrons are injected from the η side 
into the ρ side. T h e net current across the junct ion is given by: 

In equation 21, I R is a constant current independent of the appl ied bias. 
Thus , the current increases exponentially w i t h the appl ied voltage. This 

(20) 

I = h(e"vlkT - 1) (21) 
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1. HESS & JENSEN Microelectronics Processing 19 

a) 

V. 

E F 

Drift 

b) m 1 P /Ç/j η 

\>« Diffusion 

y/M Diffusion mm. 
Drift 

d) 

Figure 8. Schematic representations of p-n junctions and corresponding en
ergy band diagrams under various conditions: (a) uniformly doped p-type and 
η-type semiconductors before junction is formed, (b) thermal equilibrium, (c) 
forward bias, and (d) reverse bias. Abbreviations are defined as follows: Ec, 
electron energy at conduction band minimum; Ec, electron energy at valence 
band minimum; I F, forward current; VF, forward voltage; V f l , reverse voltage; 

and ε, electric field. 

Pu
bl

is
he

d 
on

 M
ay

 5
, 1

98
9 

on
 h

ttp
://

pu
bs

.a
cs

.o
rg

 | 
do

i: 
10

.1
02

1/
ba

-1
98

9-
02

21
.c

h0
01



20 MICROELECTRONICS PROCESSING: C H E M I C A L ENGINEERING ASPECTS 

situation (Figure 8c) is referred to as forward bias, because this bias d irect ion 
is for enhanced current flow. 

In the case of reverse bias, (Figure 8d), the η side is positive and the 
appl ied voltage is negative (V < 0). This configuration increases the barr ier 
height for the forward electron current (from η side to ρ side) wh i l e the 
reverse current remains the same. T h e junct ion equation (equation 21) also 
applies to this case. Because V < 0, the exponential t erm is small ; i f qV > 
4kT, the current is essentially constant (-IR) . T h e current -vo l tage (I-V) 
characteristics of the junct ion are i l lustrated i n F i g u r e 9. The recti fying 
behavior of a p - n junct ion (large forward current and m i n i m a l reverse cur 
rent) is basic to its use i n diodes, transistors, and optical devices (e.g., l ight -
emit t ing diodes, photodiodes, and solar cells). 

Bipolar Transistors. In bipolar devices, both electrons and holes 
participate i n the conduction process, i n contrast to M O S F E T s , i n w h i c h 
only one carrier type dominates. B ipo lar technology has been used typical ly 
for high-speed-logic applications. 

F i g u r e 10 shows a three-dimensional v i e w of an n - p - n bipolar transistor 
and a schematic diagram for a common base configuration. The transistor 
consists of two back-to-back p - n junctions; the intermediate p-type region 
is k n o w n as the base, and the two η-type regions are the emitter and collector. 
T h e emitter region has the highest dop ing (heavy η-type dop ing is indicated 
by n + ) , whereas the collector has the lowest η-type doping. 

U n d e r normal operation, the emit ter -base junct ion is forward biased, 
whereas the col lector-base junct ion is reverse biased (Figure 11). T h e volt 
age across the emit ter -base junct ion is var ied by an input signal. Because 
the donor concentration i n the emitter is higher than the acceptor concen
tration i n the emitter , the current through the junct ion is pr imar i ly due to 
electrons injected into the base. T h e base w i d t h is smaller than the mean 

Figure 9. Current-voltage (I-V) char
acteristics of a Si p-n junction. 
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Emitter Base Collector 

Figure 10. Top, three-dimensional view of an oxide-isolated bipolar transistor. 
(Reproduced with permission from reference 13. Copyright 1988 Mc
Graw-Hill.) Bottom, schematic of a common base n-p-n transistor circuit. 
Abbreviations are defined as follows: n-epi, n-type-doped epitaxial-grown sil

icon; and p-CHAN-STOP, p-type channel stop. 

free path of the electrons, and thus, essentially a l l of the injected electrons 
flow across the collector junct ion . Therefore, the collector current , i c , is 
only sl ightly less than the emitter current , J e , and any change i n the emitter 
current is mi r ro red i n the collector current. However , because of the load 
resistor and power supply (Figure 10, bottom), the variation i n voltage across 
the col lector-base junct ion can be m u c h larger than the corresponding v a r i -
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22 MICROELECTRONICS PROCESSING: CHEMICAL ENGINEERING ASPECTS 

>> 
E> 
Φ c 

UJ 
c 
e 
φ 

UJ 

Figure 11. Energy diagram for an n-p-n transistor with standard operating 
bias voltages. 

ation over the emit ter -base junct ion . Thus , the transistor acts as a voltage 
and power ampli f ier . 

T h e voltage gain is due to the injection of electrons from the emitter 
region, through the base, and into the collector region, where the voltage 
drop is large compared to a smal l emit ter -base voltage (Figure 11). Thus , 
the base w i d t h must be smaller than the electron mean free path, or recom
bination w i l l occur and the p - n junct ion w i l l act as two separate junctions. 
F u r t h e r m o r e , few or no impur i t ies should exist i n the base; otherwise i m 
pur i ty scattering and carrier recombination w i l l destroy device performance. 
Indeed, both feature size and pur i ty constraints are issues that w i l l be 
brought up repeatedly i n subsequent chapters. 

T h e function of the complementary p - n - p transistor may be explained 
by analogy to the n - p - n transistor by reversing polarities and consider ing 
hole rather than electron transport (7, 8). I n addit ion , a large variety of 
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1. HESS & JENSEN Microelectronics Processing 23 

operating regimes and c ircuit configurations are possible. Quantitat ive anal 
yses of these systems are given i n textbooks on device physics (2, 7, 8, 12). 

M O S F E T s . T h e meta l - ox ide - semiconductor field effect transistor 
( M O S F E T or M O S transistor) (8) is the most important device for very -
large-scale integrated c ircuits , and it is used extensively i n memories and 
microprocessors. M O S F E T s consume l i tt le power and can be scaled d o w n 
readily. T h e process technology for M O S F E T s is typical ly less complex than 
that for bipolar devices. F i g u r e 12 shows a three-dimensional v i ew of an n -
channel M O S ( N M O S ) transistor and a schematic cross section. T h e device 
can be v i ewed as two p - n junctions separated by a M O S capacitor that 
consists of a p-type semiconductor w i t h an oxide film and a metal film on 
top of the oxide. 

Unders tand ing the behavior o f a M O S capacitor is useful i n understand
ing the operation of a M O S transistor. W h e n a negative voltage is appl ied 
to the conductor or metal , the energy bands i n the p-type semiconductor 

p - T Y P E S U B S T R A T E 

Figure 12. Top, three-dimensional view of an NMOS transistor. (Reproduced 
with permission from reference 13. Copyright 1988 McGraw-Hill.) Bottom, 
schematic of an NMOS transistor. (Reproduced with permission from reference 
8. Copyright 1985 Wiley.) p+ CHAN denotes heavily p-type-doped channel. 
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24 MICROELECTRONICS PROCESSING: CHEMICAL ENGINEERING ASPECTS 

bend upward at the semiconductor -ox ide interface, and holes accumulate 
near the interface. T h e situation is cal led accumulation (for accumulation of 
majority carrier ; F i g u r e 13a). I f a smal l posit ive voltage is appl ied , the holes 
are repe l led or depleted from the semiconductor surface and the bands b e n d 
down. This situation is cal led depletion (Figure 13b). W i t h further increases 
i n appl ied positive voltage, the intr insic energy leve l crosses the F e r m i l eve l . 
U n d e r this condit ion , more electrons than holes are present near the 
semiconductor surface, that is , electrons rather than holes have become the 
majority carrier i n the p-type semiconductor surface. This situation is cal led 
carrier inversion (F igure 13c). 

T h e operation of the N M O S transistor shown schematically i n F i g u r e 
12 can be considered i n the l ight of the previous discussion of a M O S 
capacitor. W h e n no voltage is appl ied to the gate, the source and drain 
electrodes correspond to p - n junctions connected through the ρ region; 
therefore only a smal l reverse current can flow from source to dra in . O n the 

Figure 13. Energy band diagrams and charge distributions of an ideal MOS 
capacitor using p-type Si: (a) accumulation, (b) depletion, and (c) inversion. 
Ei denotes the intrinsic Fermi level. (Reproduced with permission from ref

erence 8. Copyright 1985 Wiley.) 

Λ (α) (b) 

( c ) 
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1. HESS & JENSEN Microelectronics Processing 25 

other hand, i f a large positive voltage is appl ied to the gate, an inversion 
layer is formed adjacent to the semiconductor -ox ide interface, analogous to 
the inversion case for the M O S capacitor. T h e semiconductor invers ion layer 
connects the heavi ly doped (n + ) source and dra in regions w i t h an η channel 
so that a current can easily flow. T h e conductance of this channel may be 
modulated by changing the gate voltage. I f a small dra in voltage is appl ied , 
electrons w i l l flow from the source to the dra in , w i t h the channel acting as 
a resistor. Thus the dra in current is proport ional to the appl ied voltage. 
F u r t h e r increases i n the dra in voltage eventually lead to a point at w h i c h 
the w i d t h of the invers ion layer becomes zero. A t this "pinch-off" point , the 
dra in current becomes saturated and becomes independent of the appl ied 
dra in voltage. 

Three other major M O S transistor configurations are available, i n ad 
di t ion to the η-channel enhancement mode (normally off) just described 
(Figure 14). In the η-channel deplet ion mode, the device is fabricated (by 
appropriate doping) so that w i t h zero bias on the gate an η channel exists 
between the source and dra in . I n this case a negative voltage must be appl ied 
to the gate to modulate the conductance. I f this voltage is sufficiently large, 
the channel is depleted of electrons and the device turns off. Devices w i t h 
ρ channels are s imilar to η-channel devices, except that p-channel devices 
are typical ly slower because of the lower mobi l i ty of holes compared w i t h 
electrons. 

N M O S and P M O S (p-channel M O S ) transistors are used side by side 
i n complementary meta l - ox ide - semiconductor ( C M O S ) technology to form 
logic elements. These structures have the advantage of extremely low power 
consumption and are important i n ultralarge-scale integration ( U L S I ) and 
very-large-scale integration (VLSI ) (13). 

Quantitative descriptions of M O S devices are available (2, 8, 9,12). This 
short summary of solid-state physics was intended to i l lustrate the i m p o r 
tance of carrier concentrations, transport, generation, and recombination i n 
device performance. These properties , i n t u r n , depend crit ical ly on material 
parameters result ing from a large number of chemical process sequences. 

Unit Operations 

Al though more than 100 ind iv idua l process steps are used i n the manufacture 
of even s imple integrated c ircuits , the fabrication sequence invokes many 
of the same operations numerous times. A list of " u n i t operations" that 
compose the technological arsenal for the fabrication of solid-state materials 
and devices can be made. C l e a r l y , these uni t operations are dist inct ly dif
ferent from those associated w i t h tradit ional chemical manufacture. N e v e r 
theless, the purpose of def ining such a list is the same: to establish the 
necessary chemical and physical operations so that a complicated process 
may be designed and carr ied out from ind iv idua l , more easily control led 
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26 MICROELECTRONICS PROCESSING: CHEMICAL ENGINEERING ASPECTS 

T Y P E 

n-CHANNEL 
ENHANCEMENT 

(NORMALLY 
OFF) 

n-CHANNEL 
DEPLETION 
(NORMALLY 

ON) 

p-CHANNEL 
ENHANCEMENT 

(NORMALLY 
OFF) 

p -CHANNEL 
DEPLETION 
(NORMALLY 

ON) 

CROSS SECTION 

n - C H A N N E L 

r q -

η Ρ* 

p - C H A N N E L 

Figure 14. Schematics of MOS transistors. lD denotes the drain current. (Re
produced with permission from reference 8. Copyright 1985 Wiley.) 

and better understood steps common to a l l manufacturing sequences. F o r 
instance, the fabrication of solid-state devices can be descr ibed b y various 
combinations of the operations g iven i n L i s t I. 

Overview of Unit Operations. To maximize the electron or hole 
(carrier) mob i l i ty and thus device speed, I C s are bui l t i n single-crystal sub
strates. Methods of bu lk crystal growth are therefore needed. T h e most 
common of these methods are the Czochra lsk i and float-zone techniques. 
T h e Czochra lsk i technique is a crystal -pul l ing or melt -growth method , 
whereas the float-zone technique involves local ized me l t ing of a s intered 
bar of the mater ia l , fo l lowed by cool ing and, thus, crystall ization. 
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1. HESS & JENSEN Microelectronics Processing 27 

List I. Unit Operations 
in Microelectronic Device Fabrication 

• B u l k crystal growth 
Czochra lsk i 
Float zone 

• C h e m i c a l reactions w i t h surfaces 
C l e a n i n g 
Oxidat ion 
E t c h i n g 

• T h i n - f i l m formation 
Evaporat ion 
Sputter ing 
Epi taxy 
C h e m i c a l vapor deposition 
S p i n casting 

• L i thography 
• Semiconductor doping 

Solid-state diffusion 
Ion implantat ion 

After growth, the single-crystal boule is s l iced into wafers or disks by 
diamond-coated wires or saws (14). T h e ind iv idua l slices are subsequently 
chemomechanical ly pol ished (14-16), and sorted according to electrical re 
sistivity. Before the wafers are subjected to high-temperature processes, 
they are exhaustively c leaned i n various acids, solvents, or both to remove 
organic, inorganic, and particulate contaminants (17). O t h e r chemical r e 
actions performed on solid surfaces inc lude the thermal oxidation of si l icon 
to form amorphous S i 0 2 and l i q u i d - or plasma-etching techniques to define 
patterns i n film or substrate materials. 

Because ICs are bu i l t -up of th in- f i lm layers, a variety of film deposit ion 
methods (18-20) are needed to satisfy specific requirements at particular 
points i n the overal l process sequence (e.g., film composit ion, l ow deposit ion 
temperature, uni form step coverage, cleanliness, deposition rate, film mor 
phology, and crystal structure). In general , the methods can be classified as 
either physical (evaporation, sputtering, and spin coating) or chemical (chem
ical vapor deposition), although combinations such as reactive evaporation 
or reactive sputtering are sometimes invoked. T h e combinations involve the 
addit ion of a reactive gas such as Ο 2 or Ν 2 to an evaporative or sputtering 
(plasma) atmosphere so that the film and target are oxidized or n i t r ided 
d u r i n g deposit ion (e.g., T i N can be formed from sputtering T i i n an A r - N 2 

atmosphere). 
L i thography is the process of generating a stencil or pattern i n a radia

tion-sensitive material . The stenci l subsequently serves as a mask to permi t 
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28 MICROELECTRONICS PROCESSING: CHEMICAL ENGINEERING ASPECTS 

etching only i n selected areas of the film or substrate. D u r i n g the fabrication 
of devices or I C s , the doping type (p or n) and l eve l (resistivity) must be 
altered. (For instance, transistors and diodes require p - n junct ions, and 
polycrystal l ine si l icon resistors demand precisely control led dopant concen
trations.) Dopants can be introduced into s i l icon or other semiconductors 
by br ing ing a vapor containing the dopant into contact w i t h the semicon
ductor surface at an elevated temperature. Solid-state difiusion then drives 
the dopant into the sol id to the requ i red depth . Al ternat ive ly , gaseous dopant 
ions can be generated, accelerated, and, finally, implanted into a sol id sur
face. 

Example: N M O S Fabrication. T h e ind iv idua l steps l is ted i n L i s t 
I can be sequenced to give a s imple process for the fabrication of an N M O S 
transistor (Figures 12 and 15) A l though the example is a M O S transistor, 
the techniques also apply to the fabrication of b ipolar transistors, diodes, 
capacitors, resistors, and I C s . 

F i r s t , a p-type si l icon wafer is immersed i n a sulfuric a c id -hydrogen 
peroxide mixture to remove major organic contaminants. A c i d residues are 
removed by r ins ing the wafer i n de ionized (DI) water (>18 M Ω-cm, a 
bacterial count of < 5 0 / L , and < 1 0 3 particles per l i ter larger than 0.3 μπι. 
Residual organic residues and metals are removed by immers ion i n an a m 
m o n i u m hydrox ide -hydrogen peroxide bath at 7 5 - 8 0 °C, fol lowed by a D I -
water rinse. A short d ip i n a hydrof luoric acid solution fol lowed by a D I -
water rinse is often used to remove the "nat ive " oxide layer grown w h e n 
si l icon is exposed to air. T h e remain ing atomic and ionic contaminants are 
then removed from the wafer surface by immers ion i n a hydrochlor ic 
a c id -hydrogen peroxide solution at 75-80 °C. After another DI -water r inse , 
the wafer is d r i e d w i t h hot nitrogen gas. The cleaned substrate is thermal ly 
oxidized at temperatures above 700 °C i n a resistance-heated quartz tube 
into w h i c h oxygen, water vapor, or both are flowing (Figure 15a). 

Because the diîusivities of normal si l icon dopants (boron, phosphorus, 
and arsenic) are orders of magnitude larger i n S i than i n S i 0 2 , a S i 0 2 layer 
can be used as a mask against dopant incorporation. Therefore, selected 
areas of the p-type S i substrate (source and drain regions) can be doped by 
generating openings or patterns i n the S i 0 2 film. The precise patterning is 
accomplished by l i thography. 

T h e l i thographic procedure involves coating the wafer w i t h a radiat ion-
sensitive material (usually a polymer) cal led a resist. Selected areas are then 
exposed to radiation ( U V photons, electrons, or X-rays). W h e n U V radiation 
is used, this selective exposure is achieved by a chromium-on-glass photo
mask (Figure 15b). F o r positive resists, the radiation renders the exposed 
regions more soluble i n a developer solution than the unexposed areas ( F i g 
ure 15c). Thus , differential solubil i ty permits the formation of a resist stencil 
or mask so that etching of the film beneath occurs only i n regions where 
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1. HESS & JENSEN Microelectronics Processing 29 

U V Light 

(d) (e) (f) 

(g) (h) (i) 

Figure 15. Simplified process sequence for the fabrication of an NMOS tran
sistor: (a) substrate preparation, (b) selective exposure of substrate, (c) mask 
formation by differential solubility, (d) etching, (e) stripping of resist, (f) dop
ing, (g) reoxidation of silicon surface, (h) formation of gate oxide, and (i) metal 
deposition and patterning. Abbreviations are defined as follows: p-Si, p-type 

silicon; PR, photoresist; S, source; G, gate; and D, drain. 

the resist has been removed. T h e wafers then go through an etching step 
to transfer the resist pattern into the under ly ing S i O £ film (Figure 15d). A t 
present, etching is per formed i n a radio frequency (rf) g low discharge 
(plasma) containing fluorine species, although hydrofluoric acid solutions 
have been used i n the past. The remaining resist is then str ipped i n either 
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30 MICROELECTRONICS PROCESSING: CHEMICAL ENGINEERING ASPECTS 

organic solvents or an oxygen plasma. T h e result of this l i thographic -e t ch ing 
process is a patterned layer (Figure 15e). 

T h e S i regions exposed b y the S i 0 2 etch are doped w i t h phosphorus or 
arsenic to form source and dra in areas (Figure 15f). U n t i l the early 1970s, 
this process was accomplished by predeposit ion and d r i v e - i n diflusion. F o r 
the past 15 years, however , selective introduct ion of dopant atoms into the 
S i lattice has been per formed b y ion implantat ion. As i n the case of p r e 
deposit ion and diffusion, a patterned S i 0 2 layer can be used to attain selective 
doping. Al ternat ive ly , because i on implantation is a low-temperature process 
relative to predeposit ion, po lymer resist layers can serve as implantat ion 
masks. 

T h e next step i n the fabrication of the η-channel transistor involves the 
formation of the t h i n (10-50-nm) gate oxide between the source and dra in 
regions. F i r s t , the S i 0 2 , resist, or both remaining from the previous step 
are removed , and the S i surface is reoxidized to a thickness of ~ 3 0 0 - 5 0 0 
n m (Figure 15g). B y a l i thographic -e t ch ing process, an opening is formed 
i n the S i 0 2 , and the gate oxide is grown i n this region (Figure 15h). W i n d o w s 
are then etched i n the oxide over the source and drain regions i n preparation 
for metal deposit ion (Figure 15i). 

T h e electrical contact o f the source, gate, and drain regions is established 
by the deposit ion of a conductor film. These conductors must satisfy a m u l 
t i tude of requirements , in c lud ing low electrical resistivity, l ow contact 
resistance, good step coverage, good adhesion, and h igh electromigra-
t ion resistance (21, 22). Because no single material meets a l l these r equ i re 
ments, a n u m b e r of conductors are used i n a process, on the basis o f the 
specific needs (e. g., contact barriers and interconnections). F o r instance, a l u 
m i n u m , heavi ly doped polycrystal l ine s i l icon, tungsten, and tungsten s i l i -
c ide are sometimes used i n an ind iv idua l I C process. These films are sub
sequently patterned to isolate the connections (Figure 15j) and to provide 
the interconnections among the various c ircuit elements (transistors, 
resistors, diodes, etc.) on the chip . I n this manner, an electrical c ircuit is 
formed. 

After the final metal l ization layer is patterned, the transistor and , on a 
larger scale, the I C are electrical ly complete. Before the wafer is d i ced or 
sectioned into ind iv idua l chips and the circuits are subsequently packaged, 
a protective or passivation coating such as phosphorus-doped S i 0 2 , p lasma-
deposited s i l icon n i t r ide , or po ly imide is deposited over the finished I C . 
This layer protects the surface of the device from impuri t ies such as alkal i 
ions and water vapor, w h i c h can degrade the electrical properties or promote 
metal corrosion, and from mechanical damage due to handl ing . F i n a l l y , 
another l i thographic step opens windows i n the passivation coating so that 
leads from a package can be connected to the metall ization pattern. These 
package leads connect the I C functions to the outside w o r l d . 
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1. HESS & JENSEN Microelectronics Processing 31 

Organization of This Volume 

This vo lume addresses many of the unit operations l isted i n L i s t I and 
depicted i n F i g u r e 15. T h e chemistry and chemical engineer ing pr inc iples 
beh ind these operations are descr ibed, and future directions and needs are 
suggested. T h e final chapter indicates the problems associated w i t h the 
extreme pur i ty and cleanliness demanded by I C processing. 

Abbreviations and Symbols 

c total molar concentration 
concentration of species A 

Da electron diffusivity 
hole diffusivity 

D A B binary molar diffusivity 
Ε electron energy or electric field 
Ec electron energy at m i n i m u m of conduction band 
Ecb electron energy at bottom of conduction band 
Ect electron energy at top of conduction band 
EF F e r m i l eve l 
E^orE, intr insic F e r m i l eve l 
E* band gap 
Ev electron energy at m a x i m u m of valence band 
F(E) probabi l i ty d is tr ibut ion , F e r m i - D i r a c d istr ibut ion 
G n rate of generation of electrons 

G P 
rate of generation of holes 

h Planck constant 
h Planck constant d i v i d e d by 2ιτ 

total current 
collector current 
dra in current 
emitter current 
forward current 
electron current 
hole current 
reverse current 

k Bol tzmann constant 
effective mass of electron 
effective mass of hole 
concentration of electrons 
concentration of i on ized acceptors 
concentration of i on ized donors 
intr insic carrier concentration 
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32 MICROELECTRONICS PROCESSING: CHEMICAL ENGINEERING ASPECTS 

nl concentration of i m p u r i t y 
n p concentration of holes 
NA molar flux of species A 
NB molar flux of species Β 
Ne density of electronic states 
Ν ι total concentration of impur i ty 
q e lectronic charge 
R A rate of reaction 
R n recombinat ion rate of electrons 
R p recombination rate of holes 
t t ime 
Γ temperature 
vn drift velocity of electrons 
up drift velocity of holes 
V potential 
Vh b u i l t - i n potential 
V F forward voltage 
V R reverse voltage 
χλ mole fraction of species A 
Xj thickness of invers ion layer 
ζ spatial coordinate 
ε electric field 
€ 0 d ie lectr ic permit t iv i ty of vacuum 
€ s d ie lectr ic permit t iv i ty of sol id 
μ η e lectron mobi l i ty 
μ ρ hole mobi l i ty 
ν frequency 
σ conduct iv i ty 
τ carrier l i fet ime 
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Theory of Transport Processes 
in Semiconductor Crystal Growth 
from the Melt 

Robert A. Brown 

Department of Chemical Engineering and Materials Processing Center, 
Massachusetts Institute of Technology, Cambridge, MA 02139 

The quality of large semiconductor crystals grown from the melt for 
use in electronic and optoelectronic devices is strongly influenced by 
the intricate coupling of heat and mass transfer and melt flow in 
growth systems. This chapter reviews the present state of under
standing of these processes, starting from the simplest descriptions 
of solidification processes to the detailed numerical calculations 
needed for quantitative modeling of processing with solidification. 
Descriptions of models for the vertical Bridgman-Stockbarger and 
Czochralski crystal growth techniques are included as examples of 
the level of understanding of industrially important techniques. 

IVÎELT C R Y S T A L G R O W T H O F S E M I C O N D U C T O R M A T E R I A L S is a mainstay of 
the microelectronic industry. Boules of nearly perfect crystals are grown by 
a variety of techniques for control led solidification and are used as substrates 
in almost a l l device fabrication technologies. T h e variety of crystall ine m a 
terials produced i n this manner ranges from the ubiquitous si l icon to more -
exotic materials l ike G a A s , InP, and C d T e . A l though the processing con
ditions for each of these materials differ i n some details, the solidification 
systems are s imilar i n that the system dynamics and the quality of the crystal 
produced are governed by the same set of concepts descr ibing the transport 
processes, thermodynamics , and materials science. These underpinnings 
make melt crystal growth one of the "un i t operations" of electronic materials 
processing. 

Revised and reprinted with permission from AlChE J. 1988, 34, 881-911 

0065-2393/89/0221-0035$16.35/0 
Published 1989 American Chemical Society 

Pu
bl

is
he

d 
on

 M
ay

 5
, 1

98
9 

on
 h

ttp
://

pu
bs

.a
cs

.o
rg

 | 
do

i: 
10

.1
02

1/
ba

-1
98

9-
02

21
.c

h0
02



36 MICROELECTRONICS PROCESSING: CHEMICAL ENGINEERING ASPECTS 

M a n y rev iew papers and several books (1-3) have focused on the science 
and technology of crystal growth. The purpose of this chapter is not to 
duplicate these works but to focus on the fundamental transport processes 
that occur i n melt crystal growth systems, especially advances i n under 
standing that have occurred d u r i n g the last decade of vigorous research. T h e 
chapter also accentuates the features and research issues that are c ommon 
to many of the techniques used today i n laboratories and industr ia l produc 
t ion. 

A thorough understanding of heat and mass transport i n melt growth 
processes is a prerequisite to opt imizat ion of these systems for control of 
crystal qual ity , as measured by the degree of crystallographic perfection o f 
the lattice and the spatial uni formity of electrical ly active solutes i n it . This 
discussion concentrates on the role of transport processes i n control l ing the 
stability of melt growth techniques and i n setting solute segregation i n the 
crystal . Several rev iew papers have also discussed these aspects (4, 5). 

T h e connection between processing conditions and crystall ine perfection 
is incomplete , because the l ink is miss ing between microscopic variations 
i n the structure of the crystal and macroscopic processing variables. F o r 
example, studies that attempt to l ink the temperature field w i t h dislocation 
generation i n the crystal assume that defects are created w h e n the stresses 
due to l inear thermoelastic expansion exceed the crit ical ly resolved shear 
stress for a perfect crystal. T h e status of these analyses and the unanswered 
questions that must be resolved for the precise coupl ing of processing and 
crystal properties are descr ibed i n a later subsection on the connection 
between transport processes and defect formation i n the c rys ta l . . 

T h e s imple models of transport processes i n control led solidification, 
solute redistr ibut ion , and process stability rev iewed i n this chapter are based 
on results of p ioneer ing studies dur ing the last three decades. T h e analyses 
are rich i n physical insight but are semiquantitative because of the l i m i t i n g 
assumptions needed to permit closed-form analyses. T h e new possibil it ies 
for the large-scale numer i ca l analysis of these transport processes are be 
g inning to make practical the detai led s imulat ion of melt growth. Examples 
of these results are inc luded to give perspectives of the complexity invo lved 
in quantitative mode l ing of these systems. 

Several examples of melt growth systems are descr ibed i n the next 
section to facilitate the description of the transport processes i n succeeding 
sections. T h e crystal growth systems are dist inguished according to whether 
a surrounding sol id ampoule or a m e l t - f l u i d meniscus shapes the crystal 
near the solidification interface. Methods w i t h these features are classified 
as confined and meniscus-def ined crystal growth techniques, respectively. 
T h e n , the fundamental transport processes associated w i t h solidification of 
a d i lute binary alloy i n a temperature gradient are rev iewed. T h e classical 
one-dimensional analysis of direct ional solidification is discussed for diffusion-
control led growth. Mechanisms for convection i n the melt are rev iewed , 
and models that account for convection i n solute transport are presented. 
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2. BROWN Theory of Transport Processes 37 

Important development efforts have gone into any commerc ia l crystal 
growth system to opt imize the important aspects of each process w i t h respect 
to the product ion of compositionally uni form cy l indr ica l crystals w i t h low 
densities of crystall ine defects. Progress i n analysis and opt imizat ion of real 
solidification systems is exempli f ied i n later sections through descriptions of 
the vert ical Br idgman-Stockbarger and Czochra lsk i growth methods. T h e 
meniscus-defined growth of the Czochra lsk i method leads to the issues of 
process stability and control for batchwise growth; these points are brought 
out i n a subsection devoted to process stability and control . 

Classification of Melt Crystal Growth Systems 

The many technological innovations i n melt crystal growth of semiconductor 
materials al l b u i l d on the two basic concepts of confined and meniscus-
def ined crystal growth. Examples of these two systems are shown schemat
ically i n F i g u r e 1. Typica l semiconductor materials grown by these and other 
methods are l isted i n Table I. T h e discussion i n this section focuses on some 
of the design variables for each of these methods that affect the qual ity of 
the product crystal. T h e remainder of the chapter addresses the relationship 
between these issues and the transport processes i n crystal growth systems. 

Several issues must be addressed. F i r s t , the heat-transfer environment 
must y i e ld a wel l - contro l led temperature field i n the crystal and melt near 
the me l t - c rys ta l interface so that the crystall ization rate, the shape of the 
solidification interface, and the thermoelastic stresses in the crystal can be 
control led. L o w dislocation and defect densities occur w h e n the temperature 
gradients i n the crystal are low. This point w i l l become an under ly ing theme 
of this chapter and has manifestations i n the analysis of many of the transport 
processes described here. 

Second, the stoichiometry of the melt and of impuri t ies introduced 
dur ing processing must be control led to the l eve l demanded by application. 
A l though these constraints vary w i t h application, more control is clearly 
better i n that the demands on pur i ty and spatial uni formity of the material 
are becoming more stringent w i t h the increasing miniatur izat ion of electronic 
devices. 

Confined Crystal Growth Systems. In confined growth geome
tries, such as the variations of the directional-solidif ication method (I), the 
material is loaded into an ampoule , melted , and resolidif ied by varying the 
temperature field either by translation of the ampoule through the furnace 
(the Br idgman-Stockbarger method; F i g u r e la) or by t ime-dependent v a r i 
ation of the heater power (the gradient freeze method). After solidification, 
the material is removed from the ampoule. 

Conf ined melt growth systems have been used pr imar i ly for laboratory 
preparation of exotic materials and for alloys w i t h h igh vapor pressures. F o r 
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Figure 1. Schematic diagrams of several commonly used systems for melt crystal 
growth of electronic materials: (a) vertical Bridgman, (h) Czochralski, and (c) 

small-scale floating-zone systems. 
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2. BROWN Theory of Transport Processes 39 

Table I. Common Semiconductor Materials and Methods for Growing Them 
from the Melt 

Material Application Technique 

Single-crystal silicon 
High-resistivity, 

single-crystal silicon 
Polycrystalline silicon 

Group I I I - V materials 
(e.g., GaAs, InP) 

Group I I - V I materials 
(e.g., CdTe, HgCdTe) 

Integrated circuits 
Power transistors 

Photovoltaic devices 

Optoelectronic 
devices, integrated 
circuits 

Detectors 

Czochralski 
Floating zone 

Variety of capillary growth 
methods 

Horizontal boat, horizontal 
Bridgman, l iquid-
encapsulated Czochralski, 
vertical gradient freeze 

Vertical Bridgman, 
horizontal Bridgman 

such materials, the control of the stoiehiometry i n the melt is difficult without 
confinement (Table I). D i rec t i ona l solidification and the gradient freeze tech 
niques are becoming popular for the growth of G a A s , InP, and other materials 
for w h i c h low axial temperature gradients are needed to produce crystals 
w i t h low dislocation densities. Some of the renewed interest i n these m e t h 
ods is a result of improvements i n the control of the temperature gradients. 
Care fu l ly designed h e a t - p i p e furnaces have been successfully used i n B r i d g 
man-Stockbarger systems (6) but have been l i m i t e d to temperatures be low 
1100 °C. M u l t i z o n e resistance furnaces have found application i n gradient 
freeze systems operating at higher temperatures (7, 8) for the growth of InP, 
GaP, and G a A s . 

T h e horizontal B r i d g m a n technique, or boat growth technique, is a 
variation i n w h i c h the ampoule is la id horizontal ly w i t h respect to gravity 
and the temperature gradient i n the melt is changed by vary ing the t e m 
perature profile i n the surrounding heater. T h e melt is contained i n an open 
ampoule , or boat, so that the composit ion of the melt can be equi l ibrated 
w i t h the surrounding ambient . F o r G a A s growth, a source of arsenic is p laced 
i n the system and the vapor pressure of arsenic is control led independent ly 
to maintain the stoiehiometry of the melt . This technique is a h y b r i d of the 
classical gradient-freezing technique, because of the method for vary ing the 
temperature profi le, and of a meniscus-defined growth method , because of 
the presence of the m e l t - a m b i e n t surface. 

Meniscus-Defined Crystal Growth Systems. I n most conventional 
meniscus-defined growth systems, a seed crystal is d i p p e d into a pool of 
melt , and the thermal environment is var ied so that a crystal grows from 
the seed as it is p u l l e d slowly out of the pool . Two examples of meniscus-
def ined growth are shown i n F i g u r e 1. T h e Czochra lsk i (CZ) method (Figure 
lb ) and the closely related l iquid-encapsulated Czochra lsk i ( L E C ) method 
are batchwise processes i n w h i c h the crystal is p u l l e d from a crucible w i t h 
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40 MICROELECTRONICS PROCESSING: CHEMICAL ENGINEERING ASPECTS 

decreasing melt vo lume. In the L E C system, an oxide material (usually 
B 2 0 3 ) is layered over the melt to prevent the loss of volatile components i n 
a high-vapor-pressure system, such as G a A s and InP. In these systems, the 
gas pressure is usually maintained significantly above the ambient pressure. 

The details for implementat ion of crystal growth by the C Z method 
(9-11), the floating-zone method (12, 13), and meniscus-defined growth 
methods (14, 15) developed for produc ing th in sheets have been rev iewed. 
T h e advantages and disadvantages of various confined and meniscus-def ined 
growth methods determine the types of materials that are produced by each 
technique. F o r example, meniscus-def ined methods have the advantage that 
the cool ing crystal is free to expand and so is less l ike ly to generate large 
thermoelastic stresses that lead to defect and dislocation generation. H o w 
ever, active control is needed to produce crystals of uni form cross section, 
because the shape o f the crystal is constrained only by capil lary action. 

In the floating-zone (FZ) system, a mol ten pool is formed by a c i r c u m 
ferential heat source that separates a me l t ing polycrystal l ine feed rod and a 
solidifying cy l indr i ca l crystal . I n small-scale, resistively heated zones, the 
pool o f melt is h e l d i n shape by capil lary forces and gravity and by hydro -
dynamic stresses caused by flow i n the melt . T h e experimental techniques 
related to floating-zone systems are discussed i n the p ioneer ing book by 
Pfann (12). Float ing-zone systems w i t h conventional resistance heaters are 
l i m i t e d on earth to the growth of crystals w i t h diameters less than ~ 1 c m , 
because deformation of the meniscus by gravity causes loss of wett ing of the 
crystal by the surrounding melt (16); floating-zone growth i n outer space 
removes this restrict ion and is an area of active research (17). T h e shape of 
a small-scale floating zone is shown i n F i g u r e l c . 

Large-diameter industr ia l floating-zone systems have been developed 
w i t h radio frequency (rf) induct ion heating elements shaped so that the 
induct ion co i l has a smaller diameter than the growing crystal. These systems 
are used for the growth of h igh-pur i ty semiconductor materials, such as h i g h -
resistivity s i l icon and germanium, and are described i n the book by M u h l -
bauer and K e l l e r (13). T h e explanation for the success of these systems has 
centered on the lévitation of the melt caused by the M a x w e l l stresses induced 
by the co i l ; however , appeal to meniscus stabilization because of this ad
dit ional lévitation force may not be necessary because of the shape of the 
zone. T h e large me l t ing interface of the polycrystal l ine feed rod is typical ly 
very concave, so that the distance between the two m e l t - s o l i d interfaces is 
smal l , perhaps no more than a centimeter. T h e mel t ing interface is covered 
w i t h a th in film of melt , so that the meniscus surrounding the bu lk fluid 
exists only adjacent to the crystal and the molten zone may be no larger i n 
the system w i t h r f heating than i n the system w i t h resistive heating, w h i c h 
is used for smaller d iameter crystals. F r o m this point of v iew, the r f co i l is 
a c lever method of locally heating a small melt pool that is bound by a 
meniscus w i t h a shape that balances capil lary force w i t h gravity. 
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2. BROWN Theory of Transport Processes 41 

Modeling of Melt Crystal Growth Systems. Two key issues must 
be addressed before a detai led survey of mode l ing of melt crystal growth is 
presented. F i r s t , it must be clear w h y and on what levels mode l ing can play 
a role i n opt imizat ion and control of systems for the growth of single crystals 
from the melt . T h e potential for mode l ing i n the development of these 
processes w i l l be obvious from a survey of the current state of the art i n 
growth of different semiconductor materials by s imilar processes. 

Variants of the C Z process make a good case study. D u r i n g the last 25 
years, the Czochra lsk i process has been opt imized for the growth of s ingle-
crystal si l icon to the point that today dislocation-free crystals w i t h 4 - 6 - i n . 
(10-15-cm) diameters are grown from 5 -25 -kg batches of melt . T h e diameter 
control is 0 .1%, and i m p u r i t y levels are control led to be less than 5 Χ 1 0 1 5 

carbon atoms per c m 3 and 1 X 1 0 1 8 oxygen atoms per c m 3 . B y contrast, 
G a A s crystals grown by the l iquid-encapsulated Czochra lsk i process are l i m 
i ted to less than a 3- in. (7.6-cm) diameter w i t h poor diameter control and 
have 300-5000 dislocations per square centimeter, depending on the l eve l 
of dopants added to the melt . Moreover , other semiconductor materials, 
such as C d T e , have not been grown successfully i n Czochra lsk i configura
tions. T h e difference i n the difficulty of produc ing si l icon and G a A s wafers 
is reflected in the difference by a factor of 100 i n their cost per square 
centimeter! 

The role of transport processes i n setting the leve l of difficulty for the 
growth of each of these materials was described qualitatively by S. Motakeff 
at the Massachusetts Institute of Technology (MIT) i n terms of a plot s imilar 
to F i g u r e 2, i n w h i c h the estimated thermal conductivit ies of several semi 
conductor materials are plotted against the approximate value of the cr i t ical 
resolved shear stress (CRSS) . Materials w i t h low conductivities and l ow 
values of C R S S are more difficult to grow because of the larger temperature 
gradients (proportional to the conductivity) that w i l l occur d u r i n g processing 
and the lower resistance of the crystal to the formation of dislocations (pro
port ional to C R S S ) . A l though this argument is extremely qualitative, the 
t rend is clear. Analysis of l inear thermoelastic stress i n the crystal w i l l be 
developed further i n a later subsection on transport processes and defect 
formation. The newer materials used i n the microelectronic industry can be 
produced only w i t h better quantitative opt imization and control of the 
growth systems. M o d e l i n g w i l l play a substantial role i n the development 
of the next generation of crystal growth systems. 

Analysis of crystal growth systems transcends levels of detai l ranging 
from thermal analysis of an entire crystal growth system to analysis of the 
dynamics of defects i n the crystal lattice. These models are represented 
schematically i n F i g u r e 3 for a vert ical B r i d g m a n growth system. Several 
intermediate- length scales for mode l ing this system have been inc luded that 
are not obvious without further discussion of the transport processes. These 
scales inc lude an intermediate scale for analysis of melt flow and solute 
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42 MICROELECTRONICS PROCESSING; CHEMICAL ENGINEERING ASPECTS 

' 1 

Si · 

InP 
-

• 
• GaAs ο (In-Doped GaAs) 

• CdTe 
• ι I . I . 

0 1 2 3 4 

CRSS xlO 7 , d y n e s / c m 2 

Figure 2. Thermal conductivity of several common semiconductor materials 
plotted against the best estimates for the critical resolved shear stress (CRSS) 
for the crystal. As explained in the text, matenah with low thermal conductivity 

and low CRSS are hardest to grow. 

transport i n the melt w i t h boundary conditions imposed by coupl ing between 
this l eve l of detai l and an entire system mode l and microscale models of 
me l t - c rys ta l interface morphology that account for surface forces and crys
tal l ine anisotropy. Analyses on these three length scales are based on con
t i n u u m conservation equations and are described in this chapter. 

Defect formation and dynamics i n the crystal and at the m e l t - c r y s t a l 
interface are molecular-scale events that are only adequately s imulated by 
lattice-scale models. A discussion of lattice-scale e q u i l i b r i u m and calculations 
of molecular dynamics is beyond the scope of this chapter. 

A n important question for any model ing effort, especially one a imed at 
a quantitative descript ion of complex transport processes, is the l eve l of 
accuracy of the model . As w i l l become evident i n the discussion of transport 
models and specific calculations, the values for thermophysical properties 
and transport coefficients must be known , as w e l l as the dependence of these 
coefficients on temperature and pressure. Information is lacking for this data 
base. C r i t i c a l material properties for semiconductor materials are not known 
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44 MICROELECTRONICS PROCESSING: CHEMICAL ENGINEERING ASPECTS 

w i t h any accuracy, and l i t t le data are available on the sensitivity of the 
parameters to temperature and concentration. F o r example, the value of 
the coefficient of thermal expansion for mol ten si l icon is on ly available from 
two isolated measurements, w h i c h disagree by a factor of three (18). The 
difference i n this number is cr i t ical i n pred ic t ing whether steady or t i m e -
dependent flow occurs i n simulations of buoyancy-dr iven convection i n C Z 
crystal growth. Thermophys ica l properties for important group I I I - V semi 
conductors are almost totally unknown; Jordan (19) has compi led the avai l 
able data and has estimated properties for G a A s and InP. T h e value of such 
estimates is now being quest ioned. F o r example, recent measurements of 
the viscosity of mol ten G a A s over a range of temperatures show an order -
of-magnitude increase as the mel t ing point is approached (20), and the au
thors suggest that molecular association i n the melt is responsible for the 
increase i n viscosity. 

Basic Transport Processes in Directional Solidification 

T h e simplest p icture of a direct ional solidification process is shown sche
matically i n F i g u r e 4 and corresponds to melt translating through a t e m 
perature field established by a surrounding furnace that brackets the me l t ing 
temperature. W h e n convective heat transport is unimportant , the temper 
ature i n the mel t and crystal is ideal ized as a nearly constant axial gradient 
for the purpose of descr ibing the basic transport mechanisms. T h e quant i 
tative details of the temperature field depend on the thermophysical p rop 
erties of the melt , crystal , and the surrounding ampoule and on the growth 
rate, through the release of latent heat at the solidification interface. I n a 

Figure 4. Profiles of temperature, solute concentration, and density in one-
dimensional directional solidification of a binary alloy. 
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2. BROWN Theory of Transport Processes 45 

confined growth system, convection in the melt is caused by the translation 
of the ampoule and by buoyancy-dr iven convection due to temperature and 
concentration gradients. T h e details of the convection pattern w i l l depend 
on heat transfer i n the system and on the orientation of the melt and crystal 
w i t h respect to gravity. 

Heat transfer i n melt crystal growth systems is by conduction i n al l 
phases; convection i n the melt ; and convective, conductive, and radiative 
exchanges between the various parts of the growth system. T h e goals of 
heat-transfer systems designed for any crystal growth configuration are to 
e s tab l i sh a n e a r l y constant t e m p e r a t u r e g r a d i e n t l a t e r a l l y a l ong the 
me l t - c rys ta l interface and to control the cool ing rate of the crystal. T h e 
details of imp lement ing these conditions can be extremely complex because 
of the complicated geometries in systems l ike the C Z and L E C techniques 
and because of the influence of radiative heat exchange. Progress i n under 
standing heat transport is discussed for specific systems i n the later sections 
on vertical Br idgman-Stockbarger and Czochra lsk i crystal growth. The dis 
cussion i n this section focuses on species transport for solutes that form ideal 
solutions i n the melt and single-phase crystall ine solids. T h e shape of the 
phase diagram between melt and solid is descr ibed by the dependence of 
the l iquidus T s(c) and solidus Tj(c) temperatures on the solute concentration 
c. The l iquidus and solidus curves are taken to be straight l ines w i t h slopes 
m and mlfc, respectively, i n w h i c h k is the e q u i l i b r i u m part it ion coefficient. 
T h e n the composition of melt ( c j and solid (cs) i n e q u i l i b r i u m are related 
by 

cm = cjk (1) 

(The symbol ~ is used throughout this chapter to denote dimensional v a r i 
ables; its absence corresponds to a dimensionless formulation.) T h e phase 
diagram corresponding to constant values of m and k is shown i n F i g u r e 5. 

Taking the segregation coefficient to be independent of the local growth 
rate of the crystal is to assume that the solute concentration is i n local 
e q u i l i b r i u m at the interface, that is, that interface kinetics plays no role i n 
setting the composit ion of the crystal. A l though this assumption is probably 
accurate for the slow growth rates (1-10 μπι/s) on a microscopically rough 
crystal surface typical for the growth of many semiconductors, it is undoubt 
edly poor at higher solidification velocities or w h e n the crystal grows along 
a facet so that the growth rate is governed by the movement of ledges across 
the surface. 

One-Dimensional, Diffusion-Controlled Crystal Growth. N e 
glecting bulk convection leads to an ideal ized picture of diffusion-con
tro l led solute transport of a d i lute binary alloy w i t h the solute composit ion 
c0 far from an almost flat m e l t - c r y s t a l interface located at ζ = 0(1, 21). 
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46 MICROELECTRONICS PROCESSING: CHEMICAL ENGINEERING ASPECTS 

S O L U T E C O N C E N T R A T I O N C 

Figure 5. Idealized phase diagram for a binary alloy. The liquidus slope m 
and equilibrium segregation coefficient k are defined in the text. 

W h e n v iewed from a reference frame that is stationary w i t h respect to the 
solidification interface, the melt moves uniaxially toward the interface and 
the crystal moves away. T h e n solute transport i n the melt is governed by 
the one-dimensional balance equation 

d2C dc 
D — - + V g — = 0 

dz2 gdz 
(2) 

i n w h i c h D is the solute diffusivity i n the melt , c is the d imensional con 
centration, ζ is the d imensional axial coordinate, and V g is the growth rate 
measured i n terms of the melt velocity. E q u a t i o n 2 is solved w i t h the fo l 
l owing condit ion of solute conservation at the me l t - c rys ta l interface 

•D — 
dz 

(3) 

i n w h i c h k is the e q u i l i b r i u m partit ion coefficient defined by equation 1. 
Because the growth rate V g is taken to be independent of the composit ion 
at the interface, the results are l i m i t e d i n practice to di lute alloy systems. 
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2. BROWN Theory of Transport Processes 47 

T h e solute field that decays to c0 far from the interface (z —> °°) is g iven by: 

c(z) = c „ [ l + ^ e x p ( ^ ) ] (4) 

Equat i on 4 shows the existence of an exponential diffusion layer adjacent to 
the interface so that the variation i n concentration caused by solute rejection 
(k < 1) or incorporation (k > 1) at the interface only persists for an e-folding 
distance i n the order of D/Vr 

Analysis of transients in direct ional solidification is complicated by the 
coupl ing between heat transfer, the shape of the me l t - c rys ta l interface, and 
solute transport. S m i t h et a l . (22) analyzed the ideal ized situation of one-
dimensional , d i f i i s ion-contro l led transport i n w h i c h the diffusion of heat is 
m u c h more rap id than that of solute, so that changes i n the heat-transfer 
environment or the ampoule p u l l rate appear as a step change i n the mac
roscopic solidification rate at the interface. U n d e r these conditions, the 
transient solute profile is governed by equations 2 and 3, w i t h an accumu
lation term (del dt) appearing on the right side of equation 2. Solution of this 
equation by separation of variables and the boundary condit ion (equation 4) 
gives an e-folding t ime of DlkV2 for the solute profile i n response to a step 
change i n the p u l l rate. 

W h e n the alloy is nondi lute , the mel t ing temperature depends on the 
solute concentration adjacent to the interface through the shape of the l i q 
uidus curve. T h e n the transport of heat and solute and the location of the 
solidification interface do not decouple (23); D e r b y and B r o w n (24) presented 
a numer ica l a lgor i thm for the analysis of this prob lem. 

Convection in Melt Growth. Convect ion i n the melt is pervasive 
i n a l l terrestrial melt growth systems. Sources for flows inc lude buoyancy-
dr iven convection caused by the solute and temperature dependence of the 
density; surface tension gradients along m e l t - f l u i d menisc i ; forced convec
tion introduced by the motion of sol id surfaces, such as cruc ib le and crystal 
rotation i n the C Z and F Z systems; and the motion of the melt induced by 
the solidification of material . These flows are important causes of the con
vection of heat and species and can have a dominant influence on the t e m 
perature field i n the system and on solute incorporation into the crystal . 
Moreover , flow transitions from steady laminar , to t ime-periodic , chaotic, 
and turbulent motions cause temporal nonuniformities at the growth inter 
face. These fluctuations i n temperature and concentration can cause the 
m e l t - c r y s t a l interface to melt and resolidify and can lead to solute striations 
(25) and to the formation of microdefects, w h i c h w i l l be descr ibed later. 

Equations of Motion and Driving Forces for Convection. T h e presen
tation i n this section is l i m i t e d to the case w h e n the density variations i n 

American Chemical Society, 
Library 

1155 15th St, N.W. 
Washington. D.C. 20038 
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48 MICROELECTRONICS PROCESSING: C H E M I C A L ENGINEERING ASPECTS 

the melt caused by temperature and concentration gradients can be modeled 
by the Boussinesq approximation (26) in terms of the thermal and solutal 
expansion coefficients, β ί = -(l/p)(dp/dT)p c and β ε = (l/p)(dp/dc)pT, re
spectively, in which ρ is pressure and Τ is temperature. Positive values of 
Pt correspond to a material with a density that decreases with increasing 
temperature; a positive value of β c is appropriate for a solute with density 
that increases with increasing concentration. 

The governing equations and boundary conditions for modeling melt 
crystal growth are described for the CZ growth geometry shown in Figure 
6. The equations of motion, continuity, and transport of heat and of a dilute 
solute are as follows: 

Po (S) + ν · Vv = - V p + 

W (5) 
μ ν 2 ν + p0g[l - β<(Γ - fr) + fr(c - c0)]ez + F b(V, x) 

V · ν = 0 (6) 

+ ν · V f ) = a m V 2 T (7) 

^ + y . Vc ) = ΌΨο (8) 
dt ) 

In equations 5-8, the variables and symbols are defined as follows: p 0 is 
reference mass density, ν is dimensional velocity field vector, ρ is dimen
sional pressure field vector, μ is Newtonian viscosity of the melt, g is ac
celeration due to gravity, Τ is dimensional temperature, f r is the reference 
temperature, c is dimensional concentration, c0 is far-field level of concen
tration, e, is a unit vector in the direction of the ζ axis, F b is a dimensional 
applied body force field, V is the gradient operator, v(x, t) is the velocity 
vector field, p(x, t) is the pressure field, μ is the fluid viscosity, a m is the 
thermal diffiisivity of the melt, and D is the solute diffusivity in the melt. 
The vector F b is a body force imposed on the melt in addition to gravity. 
The body force caused by an imposed magnetic field B(x, t) is the Lorentz 
force, F b = σ ε (ν Χ ν X B). The effect of this field on convection and 
segregation is discussed in a later section. 

Other mechanisms for flows in melt crystal growth arise from surface 
stresses along or the relative motion of the boundaries of the melt. The no-
slip boundary condition describes the relative motion of a rigid boundary 

'bl 

v(x, t) = Vs(x, t) for χ Ε dD b l (9) 

in which Vs(x, t) is the velocity of the portion of the boundary dD b l . The 
melt is solidified normal to the melt-solid interface and obeys a no-slip 
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2. BROWN Theory of Transport Processes 49 

tangential to the surface. These conditions are wr i t ten as follows 

(N · v) = V g(N · e,) ( 1 0 ) 

(T · v) = V g ( T · eg), χ G dDhl 

for a steadily sol idifying sol id , i n w h i c h the shape of the m e l t - c r y s t a l surface 
is g iven by the uni t normal Ν and tangent Τ vectors and the direct ion of 
steady-state solidification at the velocity V g is given by the unit vector i n 
the d irect ion of gravity, eg. 

B o t h the normal and tangential components of stress must balance, and 
the kinematics of the surface and flow field must be consistent along a 
m e l t - f l u i d interface. F o r the meniscus shown i n F igure 6 and descr ibed by 
the normal and tangent vectors (n, t), these conditions dictate that 

nn: [ -p l + μ(?ν + ? v T ) ] + p 0 = 2 σ Η + η · F s ( l i a ) 

fotn:(Vv + Vv1)] = V2& + t · F s ( l i b ) 
it 
—τ = ην, χ Ε dDhm (12) 

in w h i c h H is the mean curvature of the surface, σ is the interfacial tension, 
F s is a d imensional surface force, V 2 is the gradient operator def ined for the 
surface, and I is the ident i ty tensor. T h e quantities i n brackets signify the 
difference of the quantity evaluated from both phases border ing the menis 
cus. E q u a t i o n 11a is the condit ion for balancing normal stress across the 
meniscus w i t h the presence of the gas phase accounted for s imply by a static 
pressure p 0 . W h e n viscous stresses (the t e rm proport ional to the viscosity 
μ) and the dynamic pressure i n the melt are unimportant , this condit ion 
gives the Y o u n g - L a p l a c e equation for the shape of a hydrostatic interface. 
Solutions for the Y o u n g - L a p l a c e equation are available for most meniscus-
defined growth configurations. 

T h e term V 2 cr i n equation l i b represents the tangential stress caused 
by a spatial variation i n the interfacial tension due to e i ther concentration 
or temperature variation along the surface. T h e dependence of the interfacial 
tension on temperature and concentration is usually expressed by the fo l 
l owing approximation 

* = 4 + $ ) ? - ι ύ + f ê l * - c j] ( 1 3 ) 

i n w h i c h σ 0 , T 0 , and c0 are reference values. Unfortunately , the dependence 
of σ on temperature even for pure melts of important electronic materials 
is not known. T h e recent measurements of H a r d y (27) for s i l icon suggest 
that equation 13 is appropriate for an extended range of f . T h e addit ional 
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50 MICROELECTRONICS PROCESSING: CHEMICAL ENGINEERING ASPECTS 

surface traction F s ( x , t) is inc luded i n equation 11a to account for imposed 
stresses, such as the direct coupl ing of an electromagnetic field generated 
by a radio frequency (rf) field, w h i c h leads to vigorous st irr ing of the melt . 
Inclusion of this effect as a surface force is a va l id approximation for an 
electrically conduct ing melt and a high-frequency r f field (28). 

A major complication i n the analysis of convection and segregation i n 
m e l t c r y s t a l g r o w t h is the n e e d for s i m u l t a n e o u s c a l c u l a t i o n of the 
me l t - c rys ta l interface shape w i t h the temperature, velocity, and pressure 
fields. F o r l ow growth rates, for w h i c h the assumption of local thermal 
e q u i l i b r i u m is va l id , the shape of the solidification interface dDhl is g iven 
by the shape of the l iquidus curve Tm(c) for the b inary phase diagram: 

T(x, Î) = Tm(c) χ G dDhl (14) 

T h e influence of surface curvature and surface free energy on the mel t ing 
temperature has been neglected i n equation 14, because it is so small that 
it is unimportant i n de termin ing the macroscopic shape of the interface. 
However , microscopic details of the m e l t - c r y s t a l interface structure, such 
as the onset of cel lular and dendri t i c growth, depend crucial ly on the con
tr ibut ion of the surface energy to the setting of the length scale of the pattern; 
this point is discussed further i n the section on transport processes and sol id 
microstructure. In addit ion to equation 14, latent heat that is released at 
the m e l t - c r y s t a l interface must be inc luded i n the interfacial energy balance. 

Scaling Analysis. T h e complexity of practical crystal growth systems 
makes difficult the understanding of the roles of each of the d r i v i n g forces 
for convection. As can be imagined from the expanded v i e w of C Z growth 
shown i n F i g u r e 6, different d r i v i n g forces—for example, crystal and cruc ib le 
rotation, buoyancy-dr iven flows, and surface-tension-driven flows—domi
nate the flow i n different parts of the melt . C lear ly , fu l l numer ica l solutions 
that account for a l l these effects are needed. However , scaling analysis that 
balances the effects of various d r i v i n g forces i n ideal ized geometries is useful 
in comput ing order-of-magnitude estimates of flow intensity and the soil ings 
for changes i n flow intensity w i t h variations i n boundary conditions and 
thermophysieal properties. 

In scaling analysis, the differential equations and boundary conditions 
are put in dimensionless form by introducing characteristic scales for the 
length, t ime , velocity, concentration, etc. , that are chosen to reflect the 
dominant mechanisms for transport i n each conservation law. T h e n the d i 
mensionless groups i n the equations supply estimates for the relative mag
nitudes of various d r i v i n g forces. Some of the dimensionless groups for 
convection and segregation i n the melt are l isted i n Table I I . 

The Schmidt (Sc) and Prandt l (Pr) numbers (Table II) are ratios of mo 
lecular diffiisivities and thus are formed pure ly from the thermophysieal 
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Figure 6. Schematic of driving forces for flows in Czochralski crystal growth 
system, which shows the regions where the driving forces will produce the 
strongest motions. The shape functions describing the unknown interface 

shapes are listed also. 

properties of the melt . Prandt l numbers relevant to melt crystal growth vary 
between the large values (1-10) for oxide melts to the extremely l ow values 
(0.01-0.1) for semiconductor melts. T h e Schmidt numbers are large (10-100) 
because of the l ow solute diffusivities for typical melts. 

Examples of dimensionless groups that specify ratios of transport mech 
anisms are l isted next i n Table II and depend on the size and shape of the 
domain. T h e Peclet numbers for heat (Pe t) and solute (Pe s) and m o m e n t u m 
(Re) transport are ratios of scales for convective to diffusive transport and 
depend on the magnitudes of the velocity field and the length scale for the 
diffusion gradient. Boundary layers form at large Peclet numbers (Pe t or Pe s ) 
or Reynolds numbers (Re). T h e formation of a boundary layer at a large Re 
is particularly important i n crystal growth from the melt , because the low 
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52 MICROELECTRONICS PROCESSING: CHEMICAL ENGINEERING ASPECTS 

Table II. Dimensionless Groups in Transport Equations for the Melt 
Name Definition Physical Interpretation 

Prandtl Pr = 
V 
a 

Viscous diffusivity/heat diffusivity 

Schmidt Sc = 
V 
D 

Viscous diffusivity/species diffusivity 

Peclet (thermal) Pe = 
V * L * 

α 
Convective heat transport/ 

diffusive heat transport 

Peclet (solutal) Pe s = 
V * L * 

D 
Convective species transport/ 

diffusive species transport 

Reynolds Re = 
V * L * 

V 

Convective momentum transport/ 
viscous momentum transport 

Grashof G r = Ρ β β Δ Τ £ 3 

V 2 

Buoyancy force/viscous force 

Rayleigh Ra t = Gr t Pr Buoyancy force/viscous force 

Marangoni Ma, = *{daldT)L 
*> 

pvz 

g L * 2
 A 

Tension gradient/viscous force 

Gravitational 
bond Bo = 

*{daldT)L 
*> 

pvz 

g L * 2
 A 

Gravitational force on meniscus/ 
surface tension force 

Capillary Ca = 
σ 0 

Viscous force on meniscus/ 
surface tension force 

Weber We = p V * 2 L * 
0*0 

Inertia force/surface tension force 

Hartmann H a = = B0L*fr/pvf/2 Lorentz force/viscous force 

Magnetic 
interaction Ν = 

σΒ 0
2 £* 

p V * 
Lorentz force/inertia force 

values of solute diffusivity lead to convectively dominated species transport, 
even at low fluid velocities. T h e choices for the velocity and gradient length 
scales i n complex systems are not obvious, and different combinations are 
appropriate for different portions of the flow domain for real systems. 

T h e next set of dimensionless groups l isted i n Table II scale the strength 
of a particular d r i v i n g force for convection relative to the damping action of 
viscosity. T h e Rayle igh (Ra) and Grashof (Gr) numbers correspond to the 
scaling of the strength of buoyancy-dr iven convection relative to viscosity 
and arise w h e n different scales are used for velocity and pressure i n the 
equation of mot ion . The Marangoni number (Ma) scales the magnitude of 
the surface shear stress due to a surface tension gradient to viscosity. T h e 
scale of the surface tension gradient has been taken as (daldT)(dTldx), and 
so only variations caused by temperature differences are taken into account. 

T h e shape of the m e l t - f l u i d interface i n a meniscus-defined crystal 
growth system is set by surface tension, gravitational force, and viscous and 
dynamic pressure forces on the surface. T h e B o n d number (Bo; for hydro -
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2. BROWN Theory of Transport Processes 53 

static pressure), capil lary n u m b e r (Ca; for viscous stress), and W e b e r n u m b e r 
(We; for dynamic pressure) measure the magnitude of these forces scaled 
against surface tension. M o s t of the theoretical and numer ica l analyses of 
heat transfer and convection i n meniscus-defined crystal growth that w i l l be 
discussed later are for ideal ized geometries i n w h i c h the meniscus is rep 
resented by a coordinate surface i n a separable orthogonal coordinate system, 
such as a plane or a cy l inder . T h e calculations assume that the under ly ing 
flow causes l i t t le deflection of the meniscus. Th is last assumption is m a t h 
ematically equivalent to taking C a < < 1 and W e « 1. 

T h e H a r t m a n n number (Ha) and the magnetic interaction parameter (N) 
in Table II scale the importance of an appl ied magnetic field to the action 
of viscosity and inert ia , respectively. Treatment of the interaction of a mag
netic field as a body force that introduces only the Lorentz force i n equation 
1 is a va l id idealization w h e n the melt is so electrically conductive that 
convection of charge by the flow is unimportant , that is, w h e n the Peclet 
number appropriate for electrical charge transport is small . This assumption 
is just i f ied i n most semiconductor melts and has been used i n a l l the n u 
merical computations reported thus far. The electromagnetic force generated 
by a r f induct ion heater direct ly coupled to a floating zone leads to a surface 
H a r t m a n n n u m b e r that measures the effective surface force i n the h i g h -
frequency l imi t . M u h l b a u e r et a l . (29) studied the effect of the rf field i n 
numer ica l simulations of flow i n a large-scale floating zone. 

Analysis of flows i n w h i c h more than one dr iv ing force exists has been 
l i m i t e d to several ideal ized cases of thermosolutal convection dr iven by 
vert ical and constant temperature and concentration gradients. A discussion 
of thermosolutal convection is presented by B r o w n (5). 

W h e n the temperature and concentration gradients are perfectly ver 
t ical , thermosolutal convection begins at cr i t ical values of thermal or solutal 
Rayle igh numbers (Ra t or Ra s ) as an instabi l i ty from a static fluid. Increasing 
the dr iv ing force leads to finite-amplitude flows and to nonlinear transitions, 
as discussed i n the section on transport processes and defect formation. 
Surface-tension-driven motions also begin at a cr it ical value of the Marangon i 
number w h e n the free surface is perpendicular to a perfectly vert ical t e m 
perature gradient (30, 31). 

Imperfect al ignment of the vert ical gradient causes convection for any 
value of the d r i v i n g force. T h e motion is weak for small values of the Grashof 
number (Gr) and represents a balance of viscous and buoyancy forces. B o u n d 
ary layers form at higher values of the Grashof number , where viscous effects 
are confined to boundary and internal shear layers and the core flows are 
set by a balance of inert ia and buoyancy. Increasing the dr iv ing force i n 
these flows also leads to transitions to t ime-per iodic and chaotic convection. 

The complexity of the temperature field i n even the most carefully 
designed crystal growth systems leads to both vert ical and horizontal tern-
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54 MICROELECTRONICS PROCESSING: CHEMICAL ENGINEERING ASPECTS 

perature gradients i n the melt , so that buoyancy-driven and surface-tension-
dr iven flows are always present. Analysis of the flows i n a slender rectangular 
cavity heated at the ends has been used as a test prob lem for flows d r i v e n 
by lateral temperature variations. Use of the aspect ratio of the cavity as a 
perturbation parameter reduces the analysis to the solution of a sequence 
of problems i n w h i c h the flow i n the core of the cavity is dictated by an 
almost one-dimensional balance o f buoyancy and viscous forces, and the 
turn ing flows at the ends of the cavity are two dimensional but inertialess. 
T h e rigorous perturbation theory for this prob lem was introduced by C o r -
mack et a l . (32) for two-dimensional buoyancy-dr iven motions and was ex
tended by H a r t (33, 34) to inc lude the stability of these motions for fluids 
w i t h low Prandt l numbers . H u r l e and co-workers (35) have observed three-
dimensional oscillatory flows i n a slender cavity of gal l ium heated from the 
ends. 

S imi lar analyses are available for surface-tension-driven flows i n a s len
der cavity w i t h the addit ional assumption that the meniscus at the top of 
the cavity is also flat (36). S m i t h and Davis (37-39) have used this config
uration to study the stability of the flow w i t h respect to wavel ike instabilities 
(see also reference 40). H o m s y and co-workers (41, 42) have analyzed the 
effect of a surface-active agent on the thermocapil lary mot ion i n a slender 
cavity. 

Convec t i on i n the crystal growth systems discussed earl ier cannot be 
characterized by analysis w i t h e i ther perfectly al igned vert ical temperature 
gradients or slender cavities, because these systems have spatially vary ing 
temperature fields and nearly uni t aspect ratios. E v e n w h e n only one d r i v i n g 
force is present, such as buoyancy-dr iven convection, the flow structure can 
be quite complex, and l i t t le insight into the nonlinear structure of the flow 
has been gained by asymptotic analysis. 

H j e l l m i n g and W a l k e r (43, 44) and Langlois and W a l k e r (45) discovered 
an important exception to this situation that arises w h e n a strong axial mag
netic field is imposed on the melt . They analyzed the mot ion i n a prototype 
of the Czochra lsk i crystal growth system for the case i n w h i c h the magnetic 
interaction parameter (N) and H a r t m a n n n u m b e r (Ha) are so large that fluid 
inert ia can be neglected everywhere and viscous forces are confined to 
H a r t m a n n layers, w h i c h are needed to satisfy the no-slip and shear stress 
boundary conditions and to conserve mass between adjacent flow cells. T h e 
length scales for these H a r t m a n n layers for rotational and buoyancy-dr iven 
flows are shown i n F i g u r e 7, w h i c h is taken from the analysis of H j e l l m i n g 
and Walker . T h e flow outside the boundary layers is de termined by a balance 
of buoyancy and L o r e n t z forces. Moreover , the core flow can be wr i t t en 
expl ic i t ly in terms of the temperature field. A self-consistent heat-transfer 
prob lem is deve loped i n the l i m i t where the thermal Peclet n u m b e r is smal l 
enough that temperature boundary layers are m u c h thicker than the H a r t 
mann layers. 

Pu
bl

is
he

d 
on

 M
ay

 5
, 1

98
9 

on
 h

ttp
://

pu
bs

.a
cs

.o
rg

 | 
do

i: 
10

.1
02

1/
ba

-1
98

9-
02

21
.c

h0
02



2. BROWN Theory of Transport Processes 55 

C R U C I B L E 

Figure 7. Regions of buoyancy-driven flow for CZ growth in a high axial 
magnetic field. The figure is based on the results of Hjellming and Walker 

(134). 

Importance of Flow Transitions. W i t t and his colleagues (46, 47) 
documented the microscopic changes i n crystal growth rate and axial solute 
segregation caused by short-time-scale variations i n the temperature and 
velocity fields. T h e y d i d this study by perfecting the use of the Pel t ier 
interface demarcation (48, 49); a good descript ion of this technique is g iven 
by Wargo and W i t t (50). I n this technique, pulses of current are passed 
through the melt and crystal at regular intervals, and the Pe l t ier effect causes 
periodic local cool ing of the me l t - c rys ta l interface and leads to rap id but 
small changes i n the local freezing rate. These changes i n the microscopic 
solidification rate result i n layers of h igh solute incorporation, w h i c h can be 
detected optically i n a po l ished and etched sample sl iced along the growth 
axis. Pictures of the etching patterns taken from a vertical B r i d g m a n exper
iment w i t h melt be low the crystal are shown i n F igure 8 for the growth of 
ga l l ium-doped germanium (46). T h e picture i n F i g u r e 8d is the etching 
pattern introduced solely by the periodic Pe l t ier pulses used to impart a 
t ime record i n the crystal. 
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56 MICROELECTRONICS PROCESSING: CHEMICAL ENGINEERING ASPECTS 

Figure 8. Striation patterns revealed by etching of gallium-doped InSb crystal 
grown in vertical unstable Bridgman system by Kim et al. (46). (a) Irregular 
pattern caused by chaotic convection, (b) Regular pattern caused by time-

periodic convection. 
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2. BROWN Theory of Transport Processes 57 

Figure 8. (c) Regular pattern caused by time-periodic convection, (d) Regular 
pattern caused by the Peltier pulses used to mark the growth rate of crystal. 
Transitions are caused by decreasing the length of melt during the growth of 
one crystal. Temperature measurements by a thermocouple in melt during 

growth of crystal are shown along the etchings. 
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58 MICROELECTRONICS PROCESSING: CHEMICAL ENGINEERING ASPECTS 

T h e pictures are taken at various times d u r i n g the translation of the 
ampoule through the furnace and thus correspond to different lengths of the 
melt . T h e intensity of the convection scales w i t h the thermal Rayle igh n u m 
ber (Ra t) for the vert ical cy l inder is given by 

Ra , == ρ 0 β β £ 3 Δ Γ / α ν (15) 

i n w h i c h p 0 is the reference density, β is the coefficient of thermal expansion, 
a is the thermal dif iusivity, ν is the m o m e n t u m diffusivity, Δ Γ is the t e m 
perature difference between the me l t ing point and the hot e n d of the a m 
poule, and L is the length of the melt . T h e length of the melt and the value 
of R a t decrease from F i g u r e 8a to F i g u r e 8d . In F i g u r e 8d , the etching 
pattern introduced solely by the periodic markers in F i g u r e 8a indicates 
aperiodic or chaotic convection at the highest convection leve l . Decreas ing 
R a t reduces the convection to s imply per iodic behavior, as shown by the set 
of per iodic striations superimposed on the mark ing pattern i n Figures 8b 
and 8c. T h e disappearance of a l l striations other than the current - induced 
markings in F i g u r e 8d is indicative of laminar convection i n the melt . T h e 
frequency of the convective oscillations is a few tenths of a hertz . T h e in ter 
pretation of the etching patterns just given is substantiated by the temper 
ature measurements from a thermocouple i n the melt d u r i n g the same 
experiment ; the transitions from chaotic, to periodic , and, finally, to steady 
or laminar temperature measurements are shown alongside the etching pat
terns i n F igure 8. 

Transitions from steady-state to t ime-dependent surface-tension-driven 
motions are w e l l k n o w n also and are important i n meniscus-defined crystal 
growth systems. F o r example, the experiments of Preisser et a l . (51) indicate 
the development of an az imuthal travel ing wave on the axisymmetric base 
flow i n a small-scale floating zone. 

Pred i c t ing these flow transitions and designing systems that suppress 
the onset of t ime-dependent mot ion are central to the control led growth of 
compositionally uni form crystals. A l though many theoretical and exper i 
mental studies treat such transitions i n ideal ized flow problems, the re le 
vance of these results to crystal growth systems is l i m i t e d (see references 52 
and 53 for comprehensive reviews). D i r e c t predict ion of the transitions i n 
crystal growth systems is needed and is at the leading edge of current 
experimental and numer i ca l analyses. Analysis of the transitions leading to 
chaotic convection i n crystal growth experiments seems beyond present 
capabilities because of the three-dimensional nature of these flows and be 
cause of the sensitivity of the transitions fo l lowing the onset of t ime-per iodic 
motion to the details of the experimental system. Moreover , the oscillations 
i n the melt lead to tremendously disparate t ime scales for transport, w i t h 
t ime scales ranging from the short temporal wavelength for the convective 
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2. BROWN Theory of Transport Processes 59 

oscillations (—1 s) to the long t ime scale (~1 Χ 1 0 4 s) to grow 1 c m of crystal 
at a rate of 10 μιτι/s. 

Fortunate ly , the onset of oscillatory flow from a steady flow occurs as a 
H o p f bifurcation and is m u c h more reproducible experimental ly . A l so , the 
existence of a H o p f bifurcation w i t h increasing flow intensity can be detected 
in large-scale numer i ca l calculations by solving the equation set for the l inear 
stability of the under ly ing laminar flow. This approach has been used i n 
investigations of buoyancy-dr iven convection i n ideal ized geometries (54, 
55). Crochet and co-workers have studied the oscillations i n the convection 
of a prototype of the horizontal B r i d g m a n method for two-dimensional m o 
tion without (56, 57) and inc lud ing (58) the me l t - c rys ta l interface. Crochet 
et a l . (59) computed three-dimensional motions by direct s imulat ion of the 
nonlinear, t ime-dependent equations. Winters (60) has used computer - im
p lemented perturbation methods to locate H o p f bifurcations to detect the 
onset of two-dimensional oscillations in the same system. 

A n important result of understanding the transitions i n buoyancy-dr iven 
convection i n melt growth is the quantitative development of mechanisms 
to suppress these transitions. A p p l i e d magnetic fields have been shown 
experimental ly by many research groups to be effective i n laminar iz ing the 
flows i n metal l ic melts (61, 62). K i m measured (62) the temperature as a 
function of t ime i n a vert ical B r i d g m a n system w i t h increasing intensity (B) 
of a transverse appl ied magnetic field (Figure 9). As Β was increased, the 
temporal structure var ied from an aperiodic recording without the field, to 
a t ime-per iodic recording, and, finally, to a steady-state trace. These t ran 
sitions have not been predicted theoretically. O n l y a few numer ica l calcu
lations (63) give an indicat ion of the effect of field intensity on the transition 
to t ime-per iodic mot ion . Comprehens ive theoretical and numer ica l analyses 
of the interaction of the appl ied fields w i t h the flow have been l i m i t e d to 
the large field strengths that lead to laminar flows. 

Modeling the Influence of Melt Convection on Solute Segrega
tion. Convect ion i n the melt causes mix ing of solutes and alters the dif
fusion layer adjacent to the me l t - c rys ta l interface. The spatial structure and 
intensity of the flow set the axial (along the growth direction) and lateral 
(perpendicular to the growth direction) profiles of solute concentration i n 
the crystal. The different regimes for solute segregation are shown i n F i g u r e 
10 i n terms of the uni formity of the solute concentration across the crystal , 
A c , w h i c h is defined as the max imum difference i n the concentration across 
the crystal d iv ided by the average value, <c>Y, and by the effective seg
regation coefficient keS def ined as 

= k « c » 
~ <C>i 

(16) 
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2. BROWN Theory of Transport Processes 61 

i n w h i c h « c » is the volume-averaged concentration of solute i n the 
melt . 

These measures of solute segregation are closely related to the spatial 
and temporal patterns of the flow i n the melt . M o s t of the theories that w i l l 
be discussed are appropriate for laminar convection of vary ing strength and 
spatial structure. Intense laminar convection is rarely seen in the l ow-
Prandt l -number melts typical of semiconductor materials. Instead, nonl inear 
flow transitions usually lead to t ime-per iodic and chaotic fluctuations i n the 
velocity and temperature fields and induce me l t ing and accelerated crystal 
growth on the typical ly short t ime scale (order of 1 s) of the fluctuations. 

In diffusion-controlled direct ional solidification, the only velocity present 
in the melt is due to solidification. W h e n the me l t - c rys ta l interface is planar, 
this combinat ion of diffusion and convection leads to a uni form radial d is 
t r ibut ion of solutes, that is, Ac = 0, and keS approaches uni ty , i f the mel t 
is sufficiently long that the diffusion layer next to the interface occupies only 
a small fraction of the length of the melt . Introduct ion of cel lular convection 
i n the melt distorts the diffusion-controlled profile (equation 4) i n d e p e n 
dently of lateral concentration gradients due to the curvature of the 
m e l t - c r y s t a l interface (64, 65). Harr io t t and B r o w n (66) demonstrated this 
mix ing for flows dr iven by rotating the feed rod and crystal i n small-scale 
floating zones i n the l imi t at w h i c h the solutal Peclet n u m b e r (Pe s) based 
on the bu lk velocity is small . T h e degree of radial nonuniformity is m a x i m u m 
for some intermediate l eve l of convection. Increasing the intensity beyond 
this value homogenizes the melt and reduces the lateral segregation, that 
is, Ac —» 0. Convect ion also forces fceff to approach fc, because the bu lk 
concentration < < c > > is increased (if k < 1) because of the mix ing of the 
diffusion layer w i t h the melt i n the remainder of the ampoule. In the l i m i t 
of very intense convection, the variation i n the concentration is confined to 
a boundary layer m u c h th inner than ΌI V g . Sche i l (67) first descr ibed axial 
segregation i n the l imi t of complete mix ing , at w h i c h the boundary layer 
thickness approaches zero. 

T h e fluctuations i n the velocity and temperature fields caused by t i m e -
per iodic or chaotic flows lead to fluctuations i n the axial and radial segre
gations of solute, as indicated by the final region on F i g u r e 10. The etching 
patterns i n F i g u r e 8 are the best experimental indication of the temporal 
characteristics of the convection and have been used as a guide to the analysis 
of the effect of magnetic fields on convection by Robertson and O ' C o n n o r 
(68) for large-scale floating-zone experiments. Relat ing the frequency re 
sponse of the axial composit ion profile d irect ly to the characteristics of the 
chaotic flow is complicated by the mel t ing and accelerated growth of the 
crystal because of the concomitant fluctuations i n the temperature field. 

Solute segregation w i t h bu lk convection is g iven rigorously by solving 
the two-dimensional solute balance equation [for a two-dimensional velocity 
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64 MICROELECTRONICS PROCESSING: C H E M I C A L ENGINEERING ASPECTS 

field v(r, z)], w h i c h is g iven i n equation 17 in the dimensionless form of 
equation 8: 

In equation 17, P e s (Pe s = V 0 L / D ) is the Peclet n u m b e r for mass transfer, 
as def ined i n Table I I , and scales the importance of convective solute trans
port by the velocity i n the bulk (scaled by V 0 ) to diffusion. T h e dimensionless 
solute balance at the m e l t - c r y s t a l interface is the generalization of equation 
3 for a steadily sol idi fying interface dDv 

In equation 18, η is the uni t normal to the m e l t - c r y s t a l interface, e g is the 
unit vector i n the d irect ion of crystal growth, and P e g ( P e g = VgL/D) is the 
dimensionless crystal growth rate or, alternatively, the Peclet n u m b e r based 
on the solidification velocity. T h e appropriate boundary conditions along the 
other surfaces depend on the geometry of the system and on the chemica l 
interactions of these boundaries w i t h the melt . F o r many melts, ampoule 
and crucible materials are inert , and these surfaces correspond to no-flux 
boundaries for solutes. C h e m i c a l interactions are important i n some systems. 
F o r example, the quartz crucibles used i n si l icon growth dissolve w h e n 
contacted w i t h the melt , and mode l ing of oxygen incorporation i n the crystal 
must account for this flux, i n addit ion to the losses of oxygen to the ambient 
that occur i n meniscus-def ined growth (69, 70). 

Stagnant Films. T h e concept of a stagnant-film thickness, as proposed 
by Nernst (71), is the most w ide ly used characterization of the role of con
vect ion i n solute segregation d u r i n g crystal growth. This application was 
rev iewed by W i l c o x (72). Convect ive mix ing is assumed to be totally effective 
outside of a th in layer adjacent to the m e l t - c r y s t a l interface i n w h i c h species 
transport is by diffusion only and the melt mot ion is caused by solidification 
(Figure 11). I f the composit ion of solute i n the bu lk (ζ > δ) is c 0 , the steady-
state composit ion profile i n the layer is der ived by solving equations 2 and 
3 w i t h the fo l lowing boundary condit ion: 

This boundary condit ion yields equation 20, as original ly g iven by B u r t o n 
et a l . (73): 

(17) 

η · Vc = P e g c ( l - k)n · e g at 8 D b I (18) 

(19) 

c(z) k 4- (1 - k) e x p ( - V g z / D ) 
c 0 ~ k + (1 - fc)exp(-Vg8/D) 

(20) 
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2. BROWN Theory of Transport Processes 65 

C R Y S T A L 
STAGNANT 

F I L M 
C 

Z=0 

M E L T 

C s / k ' WELL-MIXED 
j BULK 

C s 

1 — *. + ζ 

Figure 11. Representation of a stagnant film in solute transport in melt growth. 
The variables are defined in the text. 

T h e effective segregation coefficient keS is defined i n terms of the stag
nant- f i lm thickness as 

k + (1 - fc)exp(-Vg6/D) 
(21) 

E q u a t i o n 21, the most often used relation for fitting axial segregation data 
from experiment, is amazingly successful for this purpose. F o r a finite-length 
ampoule , equation 21 is rewri t ten i n terms of the fraction (f) of the sample 
solidif ied to give the normal freezing expression for the composit ion of the 
crystal (cs = kcm) grown from a melt w i t h in i t ia l composit ion c0: 

- = M i - f)(k's~i] 

c0 

(22) 

F i g u r e 12 shows a sample profile from the growth of ga l l ium-doped ger
manium by W a n g (6). T h e profile fits equation 21, w i t h an e q u i l i b r i u m 
segregation coefficient k of 0.087 and keS of 0 .09-0 .11 . 

A l though the notion of a stagnant film is a useful way of th ink ing about 
the role of convection i n axial solute segregation, it has we l l -known def i 
ciencies (72) that prevent it from be ing predict ive . T h e stagnant-film theory 
assumes that mix ing is perfect outside of the stagnant film and that bu lk 
convection does not modify the velocity field inside the layer. These as
sumptions prevent the predict ion of changes i n axial segregation (feeff) caused 
by changes i n the intensity of the flow without an addit ional empir i ca l cor
relation for δ as a function of convection from either experimental (73-75) 
or computational (76, 77) data for the effective segregation coefficient and 
equation 21. A lso , because the velocity field i n the stagnant film is assumed 
to correspond only to the growth rate, the stagnant-film mode l gives no 
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66 MICROELECTRONICS PROCESSING: CHEMICAL ENGINEERING ASPECTS 

predict ion o f the concentration variations along the crystal surface that are 
caused by lateral nonuniforrnities i n the flow. 

Analysis of Solute Boundary Layer. A closed-form solution of the 
species balance (equation 7) w i t h the interfacial balance (equation 8) and the 
condit ion that c c 0 as £ —> oo is only feasible w h e n either convection 
contributes only weakly to transport, as was the case i n the analysis of 
Harr io t t and B r o w n (66), or the variation of the concentration from uni ty is 
confined to a boundary layer adjacent to the growing crystal . B u r t o n et a l . 
(74) analyzed the specific case of solute segregation near a rotating crystal , 
as occurs i n C Z growth. T h e velocity field near the crystal was taken to be 
the sum of a uni form crystal growth rate V g and the self-similar axisymmetric 
velocity field due to rotation of an inf initely large crystal surface, as descr ibed 
by the asymptotic expansion of Cochran (78). 

Because the axial velocity is independent of radial distance from the 
center of the crystal , the concentration field varies only axially and is g iven 
by the solution of the solute balance equation w i t h the approximate velocity 
field of the form 

β, = - V g - V0(zW) (23) 

i n w h i c h L is a characteristic length scale for the bu lk flow ( L 2 = ν / Ω , i n 
w h i c h Ω is the angular velocity of the disk i n the s imilarity solution of C o c h r a n 
[78]) and V 0 = ΩΚ, i n w h i c h R is the radius of the crystal. T h e closed-form 
solution of this prob lem is wri t ten i n terms of exponential integrals, as 
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2. BROWN Theory of Transport Processes 67 

descr ibed by B u r t o n et a l . (74). T h e effective segregation coefficient is def ined 
by an equation analogous to equation 21: 

fceff = * + ( l - J f c ) e x p ( - A ) ( 2 4 ) 

T h e constant Δ i n equation 24 is defined as 

Δ = - to ( l - £ exp [ - (ξ + Η3))άξ) (25) 

i n w h i c h λ is the ratio o f the component of the velocity field due to the b u l k 
flow to that due to solidification, λ SE ( V 0 / 3 V g ) , and ξ is the variable of 
integration. 

W i l s o n (79, 80) po inted out that Δ is not the dimensionless thickness of 
the diffusion boundary layer scaled w i th D / V g , as original ly suggested b y 
B u r t o n et a l . (74), except in the l imi t at w h i c h the velocity field i n the layer 
is dominated by the bulk flow, that is, λ > > 1. In this case, the analysis 
reduces to the one first presented by L e v i c h (81), and the integral i n equation 
25 is approximated as follows: 

Δ ~ Γ(1/3) X » 1 (26) 

I n equation 26, Γ( · ) is the gamma function. W h e n the ratio λ is rewr i t ten 
i n terms of the Peclet numbers (Pe s = V0L/D and P e g = VgL/D) as λ = 
( P e s / 3 P e g ) , the scaling i n equation 26 is recognized as the scaling for a 
boundary layer adjacent to a no-sl ip surface. I n the l imi t at w h i c h the so l id 
ification rate dominates (λ < < 1), the boundary layer is control led b y a 
balance of diffusion and convection caused by the solidification velocity. In 
this case, Δ scales as P e g

_ 1 . 
W i l s o n (80) def ined a conventional boundary layer thickness Δ as fo l 

lows: 

T h e constant Δ is approximately Δ i n the l i m i t λ - » <», because Δ is smal l . 
T h e n the boundary layer thickness is expected to vary according to equation 
26. 

T h e boundary layer structure predicted by the analysis of B u r t o n et a l . 
(74) and by W i l s o n (80) is m u c h more robust than just a description of the 
solute boundary layer caused by the rotational flow near a large crystal . 
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68 MICROELECTRONICS PROCESSING: C H E M I C A L ENGINEERING ASPECTS 

W h e n a stagnation flow on the m e l t - c r y s t a l interface is created by any 
mechanism and is intense enough to lead to a th in solute boundary layer, 
the velocity field i n the boundary layer can be descr ibed by 

δ « = - ν , - ν ο ψ ζ * (28) 

i n w h i c h V 0 sets the scale o f the bu lk convection, and the variation i n the 
lateral d irect ion , F = F(f) , is slow compared w i t h the rap id variation i n the 
perpendicular d irect ion z. W i t h these conditions, the local concentration 
field, the effective segregation coefficient, and the lateral solute uni formity 
follow direct ly from the analysis just described. I f P e s = V0L/D » 1 and 
P e g = V g L / D = O ( l ) , then a dimensionless boundary layer equation is 
der ived that is va l id away from the edges of the crystal : 

2η ψ [ F(Qdt - F(rW ^ = £ + 0(Pe s "*) (29) 
dr Jo dr\ dt\ 

In the preceding equations, η = zFes~v* is the stretched coordinate i n the 
boundary layer and (r, z) = ( f / L , z/L). T h e concentration is assumed to 
scale w i t h a bu lk value of c 0 . T h e scaled form of the solute balance at the 
interface is g iven by: 

dc 
dn 

= - P e g P e s ~ 1 / 3 ( l - k)c(r, 0) (30) 

η = 0 

Techniques from boundary layer analysis can be used to construct a series 
solution to equations 29 and 30 of the form 

c(r, η) = 1 + d ( r , r , )Pe s " 1 / 3 + 0 (Pe s " 2 / 3 ) (31) 

i n w h i c h C j is the functional dependence of the concentration computed at 
leading order i n P e s . This result is the same as the structure of a concentration 
boundary layer adjacent to a no-sl ip boundary (82), w h i c h is i m p l i e d by the 
form of equation 28 and the conservation of mass. This structure has been 
observed i n concentration fields computed numerica l ly for h ighly convected 
melts (66, 76, 77). C a m e l and Fav ie r (83) predicted the same scaling for the 
radial segregation across the interface and the effective segregation coefficient 
from an order-of-magnitude analysis that corresponds to the scalings de 
scribed here. 

The mult i ce l lu lar structure of laminar convection i n small-scale crystal 
growth systems complicates the interpretation of the boundary layer analysis, 
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2. BROWN Theory of Transport Processes 69 

because the almost-constant l eve l of the concentration field i n each ce l l is 
u n k n o w n a p r i o r i and each ce l l communicates w i t h its neighbors b y diffusion 
through th in internal layers that separate them. These bu lk concentrations 
also scale w i t h P e s . Examples of mult ice l lu lar structures are shown i n the 
finite-element calculations of Harr io t t and B r o w n (66) for small-scale floating 
zones and the analysis of Adornato and B r o w n (76, 77) for direct ional so l id 
ification. T h e work of Adornato and B r o w n (76, 77) is rev iewed later i n the 
section on vert ical Br idgman-Stockbarger crystal growth. 

Several groups (84-86) have extended the similarity analysis of B u r t o n 
et a l . (73) to the case i n w h i c h an axial magnetic field is imposed on the melt 
w i t h sufficient strength such that H a > > 1 and Ν « 1. W i t h these l imi ts , 
a closed-form asymptotic expression describes the variation i n the flow field 
across the th in 0 (Ha" 1 / 2 ) H a r t m a n n layer adjacent to the disk. Ax ia l solute 
segregation across this layer was analyzed by assuming that the melt outside 
of the H a r t m a n n layers is w e l l mixed . T h e effective segregation coefficient 
approaches 1 w h e n the field strength is increased, as expected for any m e c h 
anism that damps convection near the crystal. 

H j e l l m i n g and W a l k e r (44) have presented a semiquantitative analysis 
of solute transfer w i t h a strong magnetic field to an entire Czochra lsk i system 
by coupl ing the asymptotic analysis of the flow and temperature field de 
scr ibed previously w i t h boundary layer models for solute transport across 
the H a r t m a n n layers caused by the field. A n important conclusion of this 
analysis is that the solute transfer for typical magnetic field strengths w i l l 
be transient throughout the entire crystal growth because of the long diffusion 
t ime necessary for the species to traverse the H a r t m a n n layers. 

Connection between Transport Processes and Solid Microstrue-
ture. T h e formation of ce l lular and dendr i t i c patterns i n the microstruc
ture of b inary crystals grown by direct ional solidification results from inter 
actions of the temperature and concentration fields w i t h the shape of the m e l t -
crystal interface. T i l l e r et a l . (21) first descr ibed the mechanism for " c on 
stitutional supercool ing" or the microscale instabil i ty of a planar m e l t - c r y s t a l 
interface toward the formation of cells and dendrites. They descr ibed a 
s imple system w i t h a constant-temperature gradient G (in Ke lv ins p e r cen 
timeter) and a melt that moves only to account for the solidification rate V g . 
If the bu lk composit ion of solute is c0 and the solidification is at steady state, 
then the exponential diffusion layer forms i n front of the interface. T h e 
elevated concentration (assuming k < 1) i n this layer corresponds to the 
melt that solidifies at a lower temperature, w h i c h is given by the phase 
diagram (Figure 5) as 

Tm = f m ° + the (32) 

i n w h i c h m < 0 and Tm° is the me l t ing temperature of the pure material . 
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70 MICROELECTRONICS PROCESSING: CHEMICAL ENGINEERING ASPECTS 

The melt i n the diffusion layer should solidify at a temperature higher than 
that at the interface (Tm° + mc0/k). I f the temperature gradient G is l ow 
enough, the melt i n front of the interface may be supercooled so that any 
small protuberance of the sol id w i l l solidify. 

T i l l e r et a l . (21) der ived a cr i ter ion for the onset of this instabil i ty by 
est imating the rate of change of the mel t ing temperature of the melt i n front 
of the interface as m(dclcz)x and evaluating the gradient from the solute 
balance at the interface equation 4. T h e cr i ter ion for the stability of the 
interface is that the actual temperature gradient must be larger than this 
value, or 

^ - • ( â ) » - » » ( 3 3 ) 

Decreas ing the temperature gradient, increasing the concentration of solute, 
or increasing the growth rate leads to instabil i ty of the planar interface. 

A l though equation 33 gives a physical descript ion of the mechanism of 
the instabil ity that leads to microstructure formation d u r i n g solidif ication, 
it is not rigorous because it does not consider the effects of the rates of heat 
and species transport on the evolut ion of the disturbance. Because of this 
deficiency, equation 33 cannot be used as a basis for further analysis of 
microstructure formation. Th i s deficiency is shown clearly by the inabi l i ty 
of equation 33 to predict the spatial wavelength of the microstructure formed 
along the interface. 

T h e spatial microstructure of the interface is strongly inf luenced by its 
surface energy, w h i c h appears i n the G i b b s - T h o m s o n equation (87) for the 
me l t ing temperature of a curved interface 

Tm = f m ° + m c + f (2H) (34) 

i n w h i c h Γ (Γ = y/àHç) is the capil lary length associated w i t h the surface 
energy, 7, and the heat of fusion, A H f ; and H is the local mean curvature 
of the solidification front. H is def ined so that H > 0 for an interface that is 
convex w i t h respect to the crystal . E q u a t i o n 34 impl ies that the me l t ing 
point is increased by capil larity for short-wavelength disturbances (H » 
1). This increase i n mel t ing temperature compensates for the constitutional 
supercool ing mechanism and impl ies a short-wavelength cutoff to the insta
b i l i ty . 

M u l l i n s and Sekerka (88, 89) analyzed the stability of a planar sol idi f i 
cation interface to small disturbances by a rigorous solution of the equations 
for species and heat transport i n melt and crystal and the constraint of 
e q u i l i b r i u m thermodynamics at the interface. F o r two-dimensional so l id i 
fication samples i n a constant-temperature gradient, the results predict the 
onset of a sinusoidal interfacial instabil ity w i t h a wavelength (λ) correspond
ing to the disturbance that is just marginally stable as e i ther G is decreased 
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2. BROWN Theory of Transport Processes 71 

or V g is increased. T h e fol lowing discussion focuses on the growth rate as 
the control parameter for transitions i n the interface morphology. 

T h e curves of neutral stability [Vg = V C(X)] correspond to disturbances 
that become unstable for any further increase i n the growth rate. F i g u r e 13 
shows a sample set of neutral stability curves for the succinonitr i le -acetone 
alloy for a range of concentrations of acetone. T h e combination of succino-
ni tr i le and acetone is a wel l -characterized organic alloy used extensively i n 
experiments that simulate metal solidification (90). Several features of these 
curves are universal . F i r s t , the curves are closed; a disturbance w i t h a 
particular wavelength λ becomes unstable at a crit ical growth rate, V c (\ ) , 
but is restabi l ized at the higher growth rate corresponding to the top section 
of the curve. Second, decreasing the concentration of the solute decreases 
the size of the region of unstable wavelengths, as expected from the cr i ter ion 
of constitutional supercooling. 

A l though the balance equations are l inear, i n the absence of b u l k con
vect ion, the u n k n o w n shape of the me l t - c rys ta l interface and the depen 
dence of the mel t ing temperature on the energy and curvature of the surface 
make the mode l for microscopic interface shape r i ch i n nonl inear structure. 
F o r a particular value of the spatial wavelength, a family of cel lular interfaces 
evolves from the cr it ical growth rate V C(X) w h e n the velocity is increased. 

T h e evolut ion o f these ce l lular forms to deep cells and dendrites w i t h 
increasing V g is governed by the ful l nonl inear equations. F i g u r e 14 shows 

Ε ο 

>° ICT 
>-

Ο 
Ο 
ω 10" 
> 

10 -4 

G = 67 °K/cm 

C = 0.0005 Mole% -

= 0.005 Mole%-

0.05 Mole% 

-0.1 

ï -6 10 -4 10 -2 10̂  
WAVELENGTH λ (cm) 

Figure 13. Neutral stability curves computed by linear analysis for the suc-
cinonitrile-acetone system as a function of acetone concentration for fixed 

temperature gradient of G = 67°/ cm. 
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72 MICROELECTRONICS PROCESSING: CHEMICAL ENGINEERING ASPECTS 

Figure 14. Photographs of cellular and dendritic structures in a thin-film 
solidification experiment using succinonitrile-acetone reported by Trivedi and 

Somboonsuk (91). 

Pu
bl

is
he

d 
on

 M
ay

 5
, 1

98
9 

on
 h

ttp
://

pu
bs

.a
cs

.o
rg

 | 
do

i: 
10

.1
02

1/
ba

-1
98

9-
02

21
.c

h0
02



2. BROWN Theory of Transport Processes 73 

pictures of the cel l - to-dendrite transition w i t h increasing growth rate i n a 
th in solidification sample for succ inonitr i le -acetone (91). F i g u r e 14 shows 
shallow cells (Figure 14a) that develop deep grooves (Figure 14b) and, finally, 
dendri t i c side arms (Figure 14c) as the growth rate is increased. E v e n i n 
the t h i n sample, the dendr i t i c structures are not two dimensional , as i n d i 
cated by the side arms that protrude out of the plane of the photograph. 

Pred ic t ion of these nonl inear transitions, especially the spatial wave
length of the microstructures, is an area of active research. F u l l numer i ca l 
solutions of nonl inear models for microscopic solidification (92-94) have 
shown the development of deep cells for ranges of spatial wavelengths w i t h i n 
the unstable region of the neutral stability curve and have demonstrated 
mechanisms for spl i t t ing on ind iv idua l cells (cell birth) and for merg ing of 
ce l l pairs (cell death). D y n a m i c a l calculations indicate that there may be no 
mechanism for wavelength selection i n collections of shallow cells (95). D e e p 
cells, l ike those shown i n F i g u r e 14b, have been computed as the growth 
rate is increased (93). These cells exist for ranges of wavelength and have 
rounded tips connected to slender side walls leading to a ce l l root w i t h a 
smooth bottom. Inclusion of bulk convection i n the models descr ib ing i n 
terface microstructure severely complicates the analysis. The current state 
of research i n this area is rev iewed by G l i c k s m a n et al . (96). Several analyses 
demonstrate that nove l interactions between the local flow and the interface 
morphology are possible w h e n the two phenomena are coupled (97). 

Connection between Transport Processes and Defect Formation 
in Crystals. Analysis of the connection between macroscopic transport 
processes i n the melt and crystal , such as the temperature field i n both 
phases and solute transport near the me l t - c rys ta l interface, and defects i n 
the crystal requires an understanding of the mechanisms for the generation 
(in the bu lk crystal and at the interface), mot ion , combination, mult ip l i cat ion , 
and annihi lat ion of crystallographic defects and dislocations. T h e descript ion 
of this coupl ing for crystal growth has been confined to the s imple p ic ture 
from cont inuum thermoelasticity for a perfect crystal i n w h i c h temperature 
gradients i n the crystal d u r i n g processing create stress i n the sol id that causes 
dislocations when its magnitude exceeds the crit ical resolved shear stress 
(CRSS) , w h i c h is evaluated i n the sl ip directions for the crystal . B i l l i g (98) 
introduced this not ion to explain the generation of dislocations i n germanium 
crystals grown by the Czochra lsk i method. Several authors have used this 
idea to developed qualitative estimates for the bounds on temperature gra
dients i n C Z growth. Tsivinsky (99) estimated the max imum diameter crystal 
that can be grown before the C R S S is reached. Br i ce (2) found a relationship 
between the magnitude of the shear stress in the sol id and crack formation. 

Jordan et a l . (100) ref ined the thermoelastic stress calculation for the 
analysis o f the spatial d istr ibut ion of dislocations i n G a A s grown w i t h the 
L E C method. T h e i r analysis was based on a two-dimensional mode l for the 
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74 MICROELECTRONICS PROCESSING: CHEMICAL ENGINEERING ASPECTS 

temperature field throughout the grown crystal that inc luded a l l of the cr i t i ca l 
parameters: p u l l rate, heat transfer between the crystal and the ambient , 
and thermophysieal properties. In this and i n other related works (101-103), 
the crystal was assumed to be an isotropic material w i t h a constant coefficient 
of expansion, so that the strains i n the material are only functions of the 
local axial and radial temperature gradients. U n d e r these conditions, n o n -
constant displacements of the crystal , w h i c h lead to nonisotropic stresses i n 
the sol id , are caused by nonconstant temperature gradients. 

Jordan calculated these strains i n closed form by assuming that only 
deformations i n the az imuthal plane of the crystal are important. Duseaux 
(102) and Kobayashi and Iwaki (103) considered both radial and axial d is 
placements by numerica l ly calculating the strains. F i g u r e 15 shows a direct 
comparison between the pattern for the magnitude of the shear stress p re 
d ic ted by the analysis of Jordan et al . (100) and the pattern of dislocations 
i n a G a A s crystal grown by the L E C technique. A l t h o u g h a quantitative 
comparison is not meaningful , the similar patterns for regions of h igh stress 
and h igh dislocation density near the edge of the crystal strongly suggest 
that thermoelastic stress plays an important role i n dislocation formation. 

T h e importance of the thermal conduct ivity of the crystal and the C R S S 
i n de termin ing the degree of difficulty of growing a specific material from 
the melt is understood i n terms of the relationship between these parameters 
and the formation of dislocations i n the crystal because of excess stress. 
C l e a r l y , materials w i t h lower values of the C R S S must be grown i n systems 
w i t h lower temperature gradients to prevent crystallographic sl ip. L o w v a l 
ues of the conduct iv i ty make this difficult to achieve. 

T h e isoelectronic dop ing o f G a A s crystals w i t h i n d i u m introduced by 
M i l v i d s k i i et a l . (104) (see also references 105 and 106) was based on the 
idea that i n d i u m causes solid-solution hardening of the G a A s lattice and 
raises the C R S S . Crystals w i t h l ow dislocation densities have been grown 
by many groups using this method. Recent measurements of the value of 
the C R S S as a function of temperature and i n d i u m concentration (107, 108) 
reveal a twofold increase i n C R S S i n the temperature range just be low the 
mel t ing point. Th is difference is adequate to el iminate profuse dislocation 
mult ip l i cat ion i n moderate-diameter crystals, but dislocation formation i n 
crystals grown i n a low-stress environment remain unexplained. 

A l though appealing from an engineering perspective, the analyses based 
on l inear thermoelasticity do not address the action of defects and dislocations 
created by microscopic y i e l d phenomena be low the C R S S and of those that 
are incorporated i n the crystal at the solidification front. I n the previous 
works c i ted (104-108), the authors assume that no defects exist at the 
me l t - c rys ta l interface and that the stresses on this surface are zero. C o n 
stitutive equations incorporating models for plastic deformation i n the crystal 
due to dislocation motion have been proposed by several authors (109-111) 
and have been used to describe dislocation motion i n the in i t ia l stages of 
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2. BROWN Theory of Transport Processes 75 
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Figure 15. Comparison of measured dislocation density in a GaAs wafer grown 
by the LEC method (top) with the thermoelastic stress calculation by Jordan 
et al. (bottom) (100). The high dislocation density around the periphery is 

predicted by the calculations. 
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76 MICROELECTRONICS PROCESSING: CHEMICAL ENGINEERING ASPECTS 

plastic deformation i n C Z si l icon crystals (112-114) and si l icon sheet growth 
(115, 116). 

A n interest ing feature of the model proposed by Haasen (109) is the 
explicit appearance of the dislocation density as a function of the stress l eve l 
i n the crystal . T h e n the dislocations grown into the crystal upon solidification 
are translated w i t h the p u l l i n g rate of the crystal and mul t ip ly according to 
mechanisms associated w i t h the ir mobi l i ty . D i l l i o n et a l . (116) have reported 
temperature profiles i n si l icon sheets i n w h i c h explosive growth of the d is 
location density is predic ted by this model . T h e understanding of the effects 
of dopants on dislocation mobi l i ty is m i n i m a l , although experimental e v i 
dence exists that some solutes, such as 0 2 i n S i (117) and In i n GaAs (108), 
inh ib i t dislocation mobi l i ty . T h e elastoplastic constitutive equations mode l 
this effect only to the extent that the parameters are known as a function of 
dopant leve l . 

L i t t l e is k n o w n about the interactions between the transport properties 
i n the melt and the product ion of defects at the me l t - c rys ta l interface. A n 
exception is the swi r l microdefeet seen d u r i n g processing of dislocation-free 
si l icon wafers (118). T h e origins of this defect (119) are related to temperature 
oscillations and remel t ing of the interface. K u r o d a and K o z u k a (120) have 
studied the dependence of temperature oscillations on operating parameters 
i n a C Z system but have not l inked the oscillations to convective instabilities 
i n the melt . 

Vertical Bridgman-Stockbarger System: Case Study of 
Confined Growth System 

T h e vert ical Br idgman-Stockbarger growth system has been the subject of 
the most detai led theoretical analyses and of careful experiments, because 
the confined growth environment and the proximity of the ampoule to the 
furnace make it the easiest system for precise control of the thermal field. 
Also , for l ow-Prandt l -number fluids and small ampoule diameters (~1 cm), 
the heat transfer i n the melt is dominated by conduction, so that thermal 
analysis of the f u r n a c e - a m p o u l e - m e l t - c r y s t a l system is simplest. Invest i 
gations into the roles of furnace and ampoule design and the interactions of 
these features w i t h convection i n the melt and solute segregation have l e d 
to advances i n these systems. Several of these developments are descr ibed 
in the fol lowing sections. 

Analysis of Heat Transfer. In the vertical Br idgman-Stockbarger 
system shown i n F i g u r e l a , the axial temperature gradient needed to induce 
solidification is created by separating hot and co ld zones w i t h a diabatic zone 
in w h i c h radial heat flow from the ampoule to the furnace is suppressed. 
Analyses of conductive heat transfer have focused on this geometry. 

C h a n g and W i l c o x (121) were the first to compute the temperature field 
i n an ideal ized Br idgman-Stockbarger system and to identify the importance 
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2. BROWN Theory of Transport Processes 77 

of a perfect diabatic zone i n establishing a nearly flat me l t - c rys ta l interface. 
N a u m a n n (122) and Jasinski et a l . (123) used a one-dimensional analysis to 
define the m i n i m u m lengths of the hot and cold zones and the ampoule for 
w h i c h the temperature field i n the melt and crystal reaches a steady-state 
profi le, and the ampoule translation rate equals the macroscopic growth rate 
at the interface. W a n g et al . (124) showed the val idi ty of this analysis through 
Pe l t ier demarcation measurements of the microscopic growth rate i n a w e l l -
characterized vert ical Br idgman-Stockbarger system. 

Several investigators (125, 126) have po inted out the importance of the 
thermal conductivity of the ampoule material w i t h respect to those of the 
melt and crystal i n setting the shape of the me l t - c rys ta l interface, especially 
when a thick ampoule is used, as is required i n the growth of materials that 
have extremely h igh vapor pressures (e.g. H g C d T e ) . S imple design cr i ter ia 
for p i ck ing ampoule materials and thickness are given by N a u m a n n and 
Lehoczky (125) and Jasinski and W i t t (126). Besides setting the curvature of 
the m e l t - c r y s t a l interface, the choice of ampoule material strongly influences 
the radial temperature gradients i n the melt and the magnitude and direct ion 
of buoyancy-dr iven flow i n the melt (76, 77, 127). 

Convection and Segregation. W h e n the melt wets the ampoule 
walls (which may not be the case i n low-gravity experiments; 128), convection 
i n the melt is d r iven only by density differences caused by temperature and 
concentration and by the solidification rate V g . C h a n g and B r o w n (127) first 
computed the flows i n an ideal ized B r i d g m a n system i n w h i c h the effects of 
the ampoule on heat transfer were neglected and the temperatures of the 
hot and co ld zones were imposed direct ly on the melt and crystal w i t h a 
perfect adiabatic zone separating the two regions. The analysis was based 
on the Boussinesq approximation for axisymmetric buoyancy-dr iven flow 
caused by temperature gradients and inc luded an analysis of heat transfer 
in the crystal and calculation of the interface shape. The calculations used 
a finite-element-Newton algorithm to solve the coupled c o n v e c t i o n -
solidification prob lem that has proved adaptable to the analysis of other melt 
growth systems. T h e calculations are formidable; the combination of analyses 
of intense convection on several length scales (for transport of m o m e n t u m , 
heat, and solute) and the unknown interface location forces the use of su 
percomputers for exhaustive analyses. 

These results veri f ied that heat transfer i n the melt was conduction 
dominated, except at intense convection levels because of the l o w - P r a n d t l -
number characteristic of semiconductor melts. T h e shape of the m e l t - c r y s t a l 
interface changes w i t h convection only at these higher convection levels. 
The flows are cel lular , w i t h the direct ion and magnitude of each ce l l deter
m i n e d by the radial temperature gradients induced by the thermal boundary 
conditions. I n the ideal ized system studied, the mismatch i n boundary con
ditions at the junct ion of the hot zone and the adiabatic region (Figure 16) 
causes the temperature to increase radially and dr ive a flow up along the 
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2. BROWN Theory of Transport Processes 79 

wal l and down along the center of the ampoule. Secondary flows develop 
adjacent to the me l t - c rys ta l interface w h e n the convection is intense enough 
to alter the temperature field. 

O n the basis of these flows, calculations of solute transport for a d i lute 
species were reported by C h a n g and B r o w n (127) for a pseudo-steady-state 
model of direct ional solidification i n w h i c h a solute of g iven composit ion 
enters the ampoule at the end w i t h the melt , and the crystal is pu l l ed away 
at the growth rate V g . T h e axial and radial segregations of solute were m u c h 
more sensitive to changes i n the convection leve l than was heat transfer 
because of the lower diffusivity of the species compared w i t h the heat dif-
fusivity ( S c / P r > > 1) for the melt . T h e results showed the transition from 
diffusion-controlled growth to weak convection, w i t h the associated maxi 
m u m in radial segregation, and finally the formation of a bulk-convect ion-
control led boundary layer along the solidification interface, as described 
qualitatively by F igure 10. The impression of convection adjacent to the 
m e l t - c r y s t a l interface on radial segregation A c was accentuated by the 
changes caused by the formation of the secondary flow ce l l adjacent to it 
w i t h increasing thermal Rayleigh n u m b e r R a t . 

A quantitative predict ion of convection and solute segregation i n any 
melt growth system requires careful control of the thermal boundary con
ditions that define the dr iv ing forces for the flow. Adornato and B r o w n (76, 
77) ref ined the finite-element-Newton method (77) and extended it to i n 
c lude calculation of heat transfer i n the ampoule (76) and thermosolutal 
convection dr iven by both temperature and concentration gradients. Results 
are reported (76, 77) for the growth of gal l ium-doped germanium i n the 
Br idgman-Stockbarger furnace of W a n g (6) and the growth of s i l i c o n -
germanium alloys i n the constant-gradient furnace designed by Rousaud et 
al . (129). 

Samples of the isotherms and convection patterns computed for the 
Br idgman-Stockbarger system of W a n g are shown i n F i g u r e 16. T h e results 
are shown w i t h the frame of reference that the me l t - c rys ta l interface is 
stationary and that melt and crystal are translated downward at the growth 
rate V K . T h e temperature field shows two distinct regions for the radial 
temperature gradients. Near the interface, the temperature is highest at the 
center of the ampoule because of the higher thermal conductivity of the 
melt and the intermediate conductivity of the boron nitr ide ampoule ; the 
sign of the radial temperature gradient is reversed near the junct ion of the 
hot and adiabatic zones for the reason just given. O n l y the uniaxial convection 
caused by solidification is present for R a t < 1 Χ 10 5 ; however, two toroidal 
flow cells dr iven i n opposite directions by the temperature field are seen 
for h igher values of R a t . The cells intensify w i t h increasing R a t to the point 
that the streamlines corresponding to the growth velocity ( V g = 4 μπι/s i n 
this case) are confined to th in layers along the per iphery of the cells. 

Solute concentration fields are shown i n F i g u r e 17 for the flows i n F i g u r e 
16. T h e diffusion-controlled profile for unidirect ional solidification is u n -
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80 MICROELECTRONICS PROCESSING: CHEMICAL ENGINEERING ASPECTS 

Figure 17. Solute concentration fields for the growth of GaGe in the system 
described in Figure 16. The growth rate (VG) is 4 \imls. 
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2. BROWN Theory of Transport Processes 81 

mistakable w h e n R a t = 1 Χ 1 0 5 (Figure 17, left). Radial segregation is 
present even without extensive bu lk convection (the isoconcentration curves 
intersect w i t h the solidification interface) because of the curvature of the 
me l t - c rys ta l interface. A t h igher Rayle igh numbers , the cel lular flows cause 
mix ing and increase the radial segregation (Figure 17, midd le and right). A t 
R a t = 1 Χ 10 7 , cores of constant solute composit ion form w i t h i n the flow 
cells separated by the boundary and internal layers. Calculations of the solute 
field for convection levels corresponding to R a t values up to 2 Χ 10 8 , w h i c h 
are values appropriate for Wang's furnace, are impossible w i t h the finite-
element mesh used i n this analysis because of the underresolut ion of these 
layers. 

The radial segregation predicted by these calculations is shown i n F i g u r e 
18 for three growth rates and the range of R a t for w h i c h computations were 
possible. The transitions described by F igure 10 are apparent. The meas
urements o f W a n g (6) for radial segregation of gal l ium are shown also i n this 
figure, and comparison of the radial segregations demonstrates that dopant 
redistr ibut ion i n this system is control led by intense laminar convection. 
Adornato and B r o w n (76) attempted to extrapolate the computational results 
for radial segregation to the Rayle igh number appropriate for the real furnace 
by us ing the power- law scaling suggested by the boundary layer analysis 
described previously. T h e results for ac agree to w i t h i n 4 - 3 0 % for the three 
growth rates, without any attempt to adjust the thermophysical properties 
of the system beyond an in i t ia l calibration of the furnace temperature profi le. 
M o r e importantly , the exponent for the proportionality to P e s ranged from 

100,— , 

0t~ * - 1 1 J 
I04 I05 I06 I07 I01 

Rayleigh Number 

Figure 18. Radial segregation (Ac) as a function ofRatfor the growth of GaGe 
in the furnace described by Figures 15 and 16. Solid dots correspond to the 

results of experiments by Wang (6). 
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82 MICROELECTRONICS PROCESSING: CHEMICAL ENGINEERING ASPECTS 

0.28 to 0.30 w h e n the velocity scale was taken as that for a vert ical buoyant 
boundary layer (130), so that V 0 ~ ^ β Κ 2 ( Δ Γ ) Γ ) 1 / 2 , i n w h i c h β is the coefficient 
of thermal expansion and (ΔΓ) Γ is the characteristic radial temperature dif
ference dr iv ing the flow. These values are i n reasonable agreement w i t h the 
s imple asymptotic theory presented earlier. 

Transitions to three-dimensional , t ime-per iodic , and chaotic flows do 
occur i n vert ical B r i d g m a n growth systems for higher convection levels w i t h 
the melt above the sol id or w h e n the melt is below the crystal , so that the 
axial temperature gradient leads to an unstably stratified melt (46) (see the 
discussion i n reference 5). T h e implementat ion of an imposed axial magnetic 
field removes these oscillations (62) and reduces the mot ion to laminar flow. 
Several investigators have analyzed the impact o f the magnetic field on solute 
segregation i n B r i d g m a n growth numerica l ly (131-133) and asymptotically 
(133). T h e structure of the asymptotic analysis follows the work of H j e l l m i n g 
and Walker (134), as discussed earlier. 

T h e flows and the consequent solute segregation caused by thermo
solutal convection in nondi lute alloys is only beg inning to be explored by 
experimental and computational analyses. Recent results are discussed by 
B r o w n (5). 

Czochralski Crystal Growth: Case Study of Meniscus-Defined 
Growth System 

T h e presence of the meniscus i n Czochra lsk i (CZ) growth brings new d i 
mensions to the problems of opt imizat ion and control , as w e l l as the analysis 
of transport processes. Because of its relatively enormous industr ia l signif
icance, C Z growth has received the most attention of any melt growth 
method. Also , the distinctions made by using F i g u r e 3 between different 
levels of mode l ing are clearest i n the discussion of Czochra lsk i crystal growth. 
T h e discussion i n this section focuses on the analysis of macroscopic transport 
processes and their influence on the design and control of a C Z growth 
system. 

Understanding the onset of microstructured crystal growth is very r e l 
evant also to C Z systems, especially for the growth of heavi ly doped crystals, 
as i n the case of adding i n d i u m to G a A s to lower the dislocation density, 
w h i c h was discussed earl ier i n regard to defect formation in the crystal . In 
this case, segregation of i n d i u m into the melt d u r i n g growth i n a L E C system 
eventually leads to morphological instabil ity, as documented by O n o et al . 
(135). 

Meniscus Shape. F i g u r e 6 shows a schematic representation of the 
inner port ion of a C Z furnace formed by the melt , crystal , and crucible . The 
crystal is attached to the melt by the m e l t - a m b i e n t meniscus denoted by 
dDm. I f the traction caused by hydrodynamic forces is neglected (a good 
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2. BROWN Theory of Transport Processes 83 

assumption for semiconductor melts w i t h h igh surface tensions and low 
viscosities), the interface shape, shown i n F i g u r e 6 as ζ = fir, Θ, t), is set 
by a balance of capil lary force w i t h gravity, by the radius and height of the 
crystal , by the wett ing of melt on the crucible , and by the wett ing condit ion 
at the m e l t - c r y s t a l - a m b i e n t tr i junct ion. T h e hypothesis for the wett ing con
dit ion at this i n j u n c t i o n is that a constant angle φ 0 (Figure 6) is formed 
between the tangents to the local m e l t - a m b i e n t and crysta l -ambient sur
faces, w h i c h is independent of growth rate and other macroscopic parame
ters. The concept of a wett ing angle was first proposed by H e r r i n g (136) to 
describe crystal s intering and then adapted by Bardsley et al . (137) for 
meniscus-defined crystal growth. The theoretical justification for such an 
angle hinges on the same arguments used to describe e q u i l i b r i u m contact 
angles formed at the tr i junct ion of a l i q u i d on an inert sol id (138). T h e use 
of local e q u i l i b r i u m i n the description of this point is more restrictive i n the 
solidification process because of the dynamic phase transformation that must 
be proceeding even on a molecular level near the tr i junct ion. The i m p l i 
cations of nonequ i l i b r ium microscopic processes and bu lk hydrodynamics 
on this angle are not understood. 

Exper imenta l justification for specification of the angle at the point of 
three-phase contact comes from the results of Surek and Chalmers (139), 
w h i c h verify that a particular value of φ 0 measured macroscopically can be 
associated w i t h the crystal growth of a material i n a specific crystallographic 
orientation and that φ 0 is roughly independent of growth rate. 

The second justification for the angular condit ion is that this condit ion 
is necessary for the determination of the radius of the crystal at the tr i junct ion 
as a function of heat-transfer conditions and p u l l rate. This argument is 
s imple . T h e dimensionless Y o u n g - L a p l a c e equation of capil lary statics gives 
the shape of an axisymmetric m e l t - a m b i e n t meniscus as 

d2f/dr2 df/dr 
[1 + (df/dr)2]3/2 + r [ l + (df/dr)2] i l * τ - η + MizrW* = Β θ [ / ( Γ ' T) " λ ο ] ( 3 5 ) 

in w h i c h the radius of the crucible Rc has been taken as the length scale 
and B o is the B o n d number (Bo = ApgRc

2/v) or the square of the ratio of 
this scale to the capil lary length lc [lc = ( σ / p g ) 1 7 2 ] . The left side of equation 
35 is the local mean curvature of the meniscus. The constant λ 0 is a d i m e n 
sionless reference value of the pressure difference across the meniscus i f the 
curvature is zero and is determined by the constraint that the melt encloses 
a fixed vo lume. E q u a t i o n 35 is a nonlinear second-order boundary-value 
prob lem, w h i c h requires two boundary conditions for solution. F o r a non -
wett ing crucible material these conditions are as follows: 

h[R(f, t),t] =f(R, τ ) , ^ ( Ι , ί ) = 0 (36) 
or 
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84 MICROELECTRONICS PROCESSING: C H E M I C A L ENGINEERING ASPECTS 

T h e first condit ion specifies the j o in ing of the meniscus and the crystal , and 
the second condit ion specifies the wett ing at the crucible wa l l . T h e radius 
of the crystal at the i n j u n c t i o n fl(f, τ) is left undetermined and must be set 
by an auxil iary constraint, such as the wet t ing angle there. 

F o r growth of a crystal w i t h shape R(z, τ) evo lv ing i n t ime, the wet t ing -
angle condition* is wr i t ten i n dimensionless form as 

j tan [φ(τ) - φ 0 ] (37) 

r=R(h,ty 

E q u a t i o n 37 describes the relationship between the rate of change of the 
crystal radius at the i n j u n c t i o n and the deviation of the local angle from the 
e q u i l i b r i u m value φ 0 . In this expression, φ(τ) is the dynamic angle formed 
between the local tangents to the m e l t - a m b i e n t and crysta l -ambient sur
faces, and V 8(T) is the dimensionless p u l l rate of the crystal . F o r steady-state 
growth, equation 37 s imply sets the angle w i t h what must be a sol id cy l inder 
of constant radius. T h e importance of the dynamical form equation 37 is 
brought out i n the next section. 

W h e n the cruc ib le is large enough that its wett ing properties have no 
influence on meniscus shape, that is, the meniscus becomes flat across the 
melt surface, the possible shapes come from the col lection for unbounded 
asymmetric interfaces reported by H u h and Scr iven (140) (see also reference 
141). Th i s case is a good approximation for Czochra lsk i growth of large crystals 
i n w h i c h the region of influence of surface tension, σ , measured by the 
capil lary length , lc [lc = ( σ / p g ) 1 7 2 ] , is approximately 1 c m . H u r l e (142) de 
veloped a closed-form approximation to these meniscus shapes, w h i c h are 
descr ibed by the shape function f(r) that is va l id i n this l imi t . 

Heat-Transfer Analysis: Thermal-Capillary Models. Numerous 
analyses of various aspects of heat transfer i n the C Z system have been 
reported; many of these are c i ted by e ither Kobayashi (143) or D e r b y and 
B r o w n (144). T h e analyses vary i n complexity and purpose, from the s imple 
one-dimensional or " f i n " approximations designed to give order-of -magni-
tude estimates for the axial temperature gradient i n the crystal (98) to c om
plex system-oriented calculations designed to opt imize heater design and 
power requirements (145,146). T h e system-oriented, large-scale calculations 
inc lude radiation between components of the heater and the cruc ib le as
semblies, as w e l l as conduct ion and convection. 

T h e dynamics of the Czochra lsk i system can be descr ibed only by heat-
transfer models that inc lude the interaction of the shape of the meniscus, 
w h i c h are referred to as thermal-capi l lary models ( T C M ) , because only these 
models give self-consistent determination of the meniscus shape, crystal 
radius, and heat transfer i n each phase. 

dR 
dt 

dh 
dt 

z = h(R_t) 
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2. BROWN Theory of Transport Processes 85 

B i l l i g (98) real ized this point and used a one-dimensional heat-transfer 
analysis for the crystal w i t h assumptions about the temperature field i n the 
melt to der ive the the fol lowing relationship that has been used heavi ly i n 
qualitative discussions of crystal growth dynamics: 

R « V g
2 (38) 

K i m and co-workers (147) presented the fol lowing empir i ca l correlation for 
sil icon growth 

R = A (39) 
V . + B 

in w h i c h A and Β are constants that depend on the details of the system and 
are de termined from experiments. 

Kobayashi (J 43) presented the first computer simulations that considered 
the determinat ion of the crystal radius as part of the analysis but avoided 
the capi l lary prob lem b y considering a flat m e l t - a m b i e n t surface, w h i c h is 
consistent w i t h φ 0 = 90°. Calculations were performed for a fixed crystal 
radius, and then the growth rate was adjusted to balance the heat flux into 
the crystal . C r o w l e y (148) was the first to present numer ica l calculations of 
a conduct ion-dominated heat-transfer mode l for the simultaneous d e t e r m i 
nation of the temperature fields i n crystal and mel t and of the shapes of the 
m e l t - c r y s t a l and m e l t - a m b i e n t surfaces for an ideal ized system w i t h a melt 
pool so large that no interactions w i t h the cruc ib le are considered. She used 
a t ime-dependent formulation of the thermal-capi l lary mode l and computed 
the shape o f an evolv ing crystal from a short in i t ia l configuration. 

In a series of papers, D e r b y and B r o w n (144, 149-152) developed a 
detai led T C M that inc luded the calculation of the temperature field i n the 
melt , crystal , and cruc ib le ; the location of the m e l t - c r y s t a l and m e l t - a m b i e n t 
surfaces; and the crystal shape. T h e analysis is based on a finite-ele
m e n t - N e w t o n method , w h i c h has been descr ibed i n detai l (152). T h e heat-
transfer m o d e l inc luded conduction i n each of the phases and an ideal ized 
mode l for radiation from the crystal , melt , and crucible surfaces without a 
systematic calculation o f v i e w factors and difluse-gray radiative exchange 
(153). 

Results from a quasi steady-state mode l ( Q S S M ) va l id for long crystals 
and a constant melt l eve l (if some form o f automatic replenishment o f mel t 
to the crucib le exists) ver i f ied the correlation (equation 39) for the depen
dence of the radius on the growth rate (144) and predic ted changes i n the 
radius, the shape of the m e l t - c r y s t a l interface (which is a measure of radial 
temperature gradients i n the crystal), and the axial temperature field w i t h 
important control parameters l ike the heater temperature and the leve l of 
melt i n the crucible . Processing strategies for ho ld ing the radius and so l id -
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86 MICROELECTRONICS PROCESSING: CHEMICAL ENGINEERING ASPECTS 

ification interface shape constant as the melt vo lume decreases through a 
typical batchwise growth cycle are presented by D e r b y and B r o w n (149), as 
computed by a strategy of augmenting the N e w t o n method w i t h the addi 
t ional constraints for each control parameter. 

Dudokov i c and co-workers (154, 155) extended the analysis of a Q S S M 
to inc lude difiuse-gray radiation. They computed v iew factors by approxi 
mat ing the shapes of the crystal and melt by a few standard geometrical 
elements and incorporating analytical approximations to the v i e w factors. 
Ather ton et a l . (153) developed a scheme for a self-consistent calculation of 
v iew factors and radiative fluxes w i t h i n the finite-element framework and 
implemented this scheme i n the Q S S M . 

F i g u r e 19 shows sample isotherms and interface shapes pred ic ted by 
the Q S S M for calculations w i t h decreasing melt vo lume i n the cruc ib le , as 
occurs i n the batchwise process. Because the crystal p u l l rate and the heater 
temperature are maintained at constant values for this sequence, the crystal 
radius varies w i t h the vary ing heat transfer i n the system. Two effects are 
noticeable. F i r s t , decreasing the vo lume exposes the hot cruc ib le wa l l to 
the crystal. T h e cruc ib le wa l l heats the crystal and causes the decrease i n 

Figure 19. Sample isotherms and interface shapes computed for the QSSM 
for CZ crystal growth by Atherton et al. (153). The model includes detailed 
radiation between the surfaces of the melt, crystal, and crucible. Isotherms 
are spaced at 10 Κ increments in the melt and 30 Κ increments in the other 

phases. 
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2. BROWN Theory of Transport Processes 87 

radius seen for dimensionless melt volumes ( V m ) of 3.1 and 2.3. Second, 
heat transfer from the crucible to the melt becomes ineffective for l ow v o l 
umes and causes a decrease i n the temperature of the melt and an increase 
i n the crystal radius. F o r the lowest vo lume, the melt temperature at the 
bottom of the crucible drops be low the mel t ing point, and a l u m p of sol id 
forms at the center. T h e growth is terminated i n the s imulation by merg ing 
this mass of sol id w i t h the me l t - c rys ta l interface. Insulation or the in t ro 
duct ion of heat along the bottom leads to a monotonie decrease i n the radius 
to m u c h lower mel t volumes, w i t h an almost l inear relationship (R ~ V m ) 
w h e n the bottom is heated. 

T h e results of a l l the thermal-capi l lary models discussed so far have 
neglected the influence of convection i n the melt i n transporting heat to the 
solidification interface. The status of convection calculations that neglect the 
coupl ing to global heat transfer and capil lary consideration is discussed later. 
T h e un ion of thermal-capi l lary analysis w i t h detai led convection calculations 
is discussed i n the subsection on melt flow. 

Process Stability and Control. Operat ional ly , automatic control of 
the crystal radius by varying either the input power to the heater or the 
crystal p u l l rate has been necessary for the reproducible growth of crystals 
w i t h constant radius. Techniques for automatic diameter control have been 
used since the establishment of Czochra lsk i growth. Opt i ca l imaging of the 
crystal or direct measurement of the crystal weight has been used to deter
mine the instantaneous radius. H u r l e (156) rev iewed the techniques cur 
rent ly used for sensing the radius. Bardsley et al . (J57,158) descr ibed control 
based on the measurement of the crystal weight. 

T h e details of the control strategy have received m u c h less attention. 
T h e theoretical (159) and experimental (160) analyses of the transfer function 
for C Z growth are notable exceptions. Algor i thms for model-based control 
are just be ing developed. 

T h e implementat ion of a control algorithm using any sensing technology 
depends on the dominant dynamics of the Czochralsk i process, especially 
the stability of the process to perturbations i n the thermal field and the 
interface shapes and the batchwise transient introduced by the decreasing 
melt vo lume. T h e control strategies differ substantially according to whether 
the process is stable or inherent ly unstable. This issue is discussed here i n 
terms of the several notions for stability introduced by H u r l e (10) that are 
relevant to meniscus-defined crystal growth. Three types of instabilities are 
dist inguished according to the t ime scales for the disturbances: capil lary 
instabilities of the meniscus, dynamic instabil ity of the entire thermal-cap
i l lary system, and convective instabilities of the melt . 

Capillary Instability. T h e meniscus shape may become unstable i n the 
sense that small perturbations to it cause the melt to separate from the 
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88 MICROELECTRONICS PROCESSING: CHEMICAL ENGINEERING ASPECTS 

crystal i n the t ime scale of a capi l lary- induced mot ion of the surface. Th is 
t ime scale is proport ional to the capil lary wave speed, w h i c h is a few seconds 
for the thermophysical properties of molten si l icon. The capil lary stability 
of meniscus shapes that are important i n C Z growth have been analyzed b y 
several authors (161,162) us ing arguments from the theory of energy stability 
for e q u i l i b r i u m configurations. Meniscus shapes that are stable to capil lary 
instabilities are feasible for a range of contact angles and interface heights. 

Dynamic Stability of Thermal Capillary System. Surek and co-workers 
(163, 164) introduced the not ion of dynamic stability for meniscus-def ined 
crystal growth systems. They considered the question of whether a meniscus-
def ined growth system subjected to a perturbation to the crystal shape at 
fixed p u l l rate w i l l re turn to the in i t ia l shape or diverge unstably away from 
it . T h e concept of dynamic stabil ity does not inc lude the effect of the batch-
wise drop i n the melt vo lume on the evolution of the perturbat ion, even 
though the t ime scales for the decreasing melt vo lume and for the growth 
of the crystal are essentially the same, except w h e n the crucible is m u c h 
larger i n diameter than the crystal be ing grown. 

T h e in i t ia l analysis o f Surek (163) considered the influence of the wet t ing 
condit ion at the tr i junct ion (equation 39) and the Y o u n g - L a p l a c e equation 
for meniscus shape but neglected the influence of heat transfer on the dy 
namics of the system. W i t h o u t heat transport, the location of the m e l t i n g -
point isotherm is unspecif ied, and so the dynamics of the height of the 
Injunct ion h(f, τ) is unknown . O n the basis of an isothermal analysis, Surek 
showed that the floating-zone techniques and the die-def ined methods for 
growing th in so l id sheets are stable to perturbations i n the meniscus height 
but that the C Z method is inherent ly unstable. Refinements to the analysis 
that inc luded s imple descriptions of the interactions between heat transfer 
and the meniscus height showed that conditions exist for stable operation 
(164y 165) without batchwise transients be ing considered. 

Integration of a t ime-dependent thermal-capi l lary mode l for C Z growth 
(150, 152) also has i l luminated the idea of dynamic stability. D e r b y and 
B r o w n (150) first constructed a t ime-dependent T C M that inc luded the 
transients associated w i t h conduction i n each phase, the evolution of the 
crystal shape i n t ime , and the decrease i n the melt l eve l caused by the 
conservation o f vo lume. H o w e v e r , the mode l ideal ized radiation to be to a 
uniform ambient . T h e technique for impl i c i t numer ica l integration of the 
transient mode l was bu i l t around the finite-element-Newton method used 
for the Q S S M . L i n e a r and nonl inear stability calculations for the solutions 
of the Q S S M (if the batchwise transient is neglected) showed that the C Z 
method is dynamical ly stable; small perturbations i n the system at fixed 
operating parameters decayed w i t h t ime, and changes i n the parameters 
caused the process to evolve to the expected new solutions of the Q S S M . 
The stability of the C Z process has been veri f ied experimental ly , at least 
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2. BROWN Theory of Transport Processes 89 

partial ly , by the uncontrol led , stable growth of small -diameter germanium 
(166) and si l icon crystals ( M . Wargo , unpubl i shed , Massachusetts Institute 
of Technology). 

A ther ton et a l . (153) have extended the calculations to inc lude diffuse-
gray radiation between components of the enclosure and reached essentially 
the same conclusions regarding the stability of the process. H o w e v e r , they 
discovered a n e w mechanism for the damped oscil lation of the crystal radius 
caused by the radiative interaction between the crystal surface just above 
the mel t l eve l and the hot cruc ib le wa l l . These oscillations are especially 
apparent w h e n the vert ical temperature gradient i n the crystal is low, so 
that radiative heat transport has a dominat ing influence. 

T h e dynamic stabil ity of the quasi steady-state process suggests that 
active contro l o f the C Z system has to account only for random disturbances 
to the system about its set points and for the batchwise transient caused by 
the decreasing melt vo lume. D e r b y and B r o w n (150) i m p l e m e n t e d a s imple 
proportional- integral (PI) control ler that coupled the crystal radius to a set 
point temperature for the heater i n an effort to control the dynamic C Z 
mode l w i t h ideal ized radiation. F i g u r e 20 shows the shapes of the crystal 
and melt predic ted without control , w i t h pure ly integral control , and w i t h 

Figure 20. Isotherms and interface shapes for the time τ = 1.0 for batchwise 
simuhtions of CZ growth. Results are shown for (a) uncontrolled, (b-d) integral 
control, and (e) proportional-integral control simulations. Isotherms are spaced 

as described for Figure 19. The figure is taken from Atherton et al. (153). 

Pu
bl

is
he

d 
on

 M
ay

 5
, 1

98
9 

on
 h

ttp
://

pu
bs

.a
cs

.o
rg

 | 
do

i: 
10

.1
02

1/
ba

-1
98

9-
02

21
.c

h0
02



90 MICROELECTRONICS PROCESSING: CHEMICAL ENGINEERING ASPECTS 

P I control . T h e oscillations i n the radius about the set point pred ic ted w i t h 
integral control are not unexpected. B o t h the oscillations i n the control of 
systems governed by l inear models (167) and the occurrence of H o p f b i fur 
cations i n nonl inear models (168) have been predic ted w i t h integral control . 
Indeed, the oscillations shown for P I control are anticipated from the ap
pearance of a H o p f bifurcation i n the Q S S M w i t h increasing gain of the 
integral part of the control ler (150). S imple P I control removes the osci l la
tions and leads to a constant radius throughout a large port ion of the growth 
r u n . Ather ton et a l . (153) have extended these calculations to inc lude diffuse-
gray radiation and have shown that P I control of the crystal radius is m u c h 
more difficult there , because the increasing influence of radiation at the melt 
l eve l drops makes a single set of gain values inappropriate for the whole 
growth r u n . 

It remains to be shown that the dynamics predic ted by thermal-capi l lary 
models adequately represents a real C Z system. A first step i n this d irect ion 
has been taken by Thomas et al . (169) by making a direct comparison between 
the predictions of a dynamic T C M for the l iquid-encapsulated C Z growth 
of G a A s and the response of an experimental system us ing a large (2-kilogauss) 
axial magnetic field. T h e p u l l rate and heater temperature i n the calculation 
were var ied w i t h t ime according to prescr ibed histories taken from exper i 
mental data. T h e shape of the crystal and the temperature field pred ic ted 
by the s imulation are shown i n F igure 21 as a function of the t ime d u r i n g 
the batch process. T h e pred ic ted shape of the crystal agrees qualitatively 
w i t h that produced i n the experiment. T h e quantitative value of the radius 
at any t ime was w i t h i n 15% of the experimental value; this difference is w e l l 
w i t h i n the error caused by uncertainties i n the experiment and by poor 
knowledge of thermophysical property data used i n the model . 

Convection and Segregation. Melt Flow. A l though analysis of 
convection and segregation i n Czochra lsk i growth has received the most 
attention of any melt growth system, the large size of a typical pu l l e r and 
the presence of a meniscus make the simulations the most difficult of any 
system. T h e real flows i n large-scale systems are most probably three d i 
mensional and temporal ly chaotic; a detai led analysis of such motions 
stretches the l imits o f even the largest calculations performed today. C a l 
culations of axisymmetric flow that neglect the determinat ion of the shapes 
of the m e l t - c r y s t a l and m e l t - a m b i e n t phase boundaries have been carr ied 
out by a number of investigators for some t ime. The results before 1985 are 
rev iewed by Langlois (170) and focus on the interactions of flows d r i v e n by 
crucible and crystal rotation, buoyancy, and gradients i n surface tensions. 
Start ing w i t h the in i t ia l calculations of Kobayashi (171 ), most of these analyses 
have focused on predic t ing the mult i ce l lu lar structure of the flows caused 
by combinations of various d r i v i n g forces. 
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2. BROWN Theory of Transport Processes 91 

0 Hrs 4 Hrs β Hrs 

Figure 21. Isotherms and interface shapes for selected times during the hatch-
wise simulations of GaAs crystal in LEC growth. The figure is taken from 

Thomas et al. (169). 

More -recent simulations concentrate on the onset of t ime-per iodic con
vect ion, w h i c h marks the onset of a dominant mechanism for dopant striations 
in the crystal , and on the effect of an imposed magnetic field on this transition. 
Crochet et al . (56) first computed the onset of an axisymmetric t ime-per iodic 
mot ion i n C Z flow dr iven by heating of the side wal l . T h e flow mot ion is 
caused by the competit ion between flow cells created by an instabil ity that 
leads to the separation of the hydrodynamic boundary layer along the crucible 
side wal l . Accurate calculations must resolve this boundary layer. A s i m u 
lation reported by Crochet et a l . (56) is shown in F i g u r e 22, w h i c h is a plot 
of the kinet ic energy i n the flow as a function of t ime for G r = g β ( Γ w a U -
Tm)Rc

3/v2 = 1 Χ 10 7 , i n w h i c h T w a l l is the constant temperature of the 
crucible wal l . T h e oscillations develop from some in i t ia l state and tend toward 
constant values of the ampl i tude and frequency. T h e flow patterns and t e m 
perature fields reported by Crochet et al . (56) for several different times i n 
this s imulation are shown i n F i g u r e 23. The interaction between the two 
largest toroidal vortices is apparent. 

Tangborn (172) and Patera (173) have reproduced the oscillations ob
served by Crochet at al . by using a spectral-element simulation w i t h flat 
phase boundaries. They demonstrated that underresolution of the boundary 
layer leads to spurious oscillations at lower Grashof numbers . Others have 
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92 MICROELECTRONICS PROCESSING: CHEMICAL ENGINEERING ASPECTS 

3 0 . 0 

Dimensionless Time 

Figure 22. Kinetic energy as a function of time in a simulation of Czochralski 
bulk flow by Crochet et al. (55) for Gr = 1 Χ 107. Points A and Β correspond 

to flows shown in Figure 23. 

computed unsteady convection i n a s imilar mode l for axisymmetric convec
t ion i n C Z bu lk flow. 

Langlois (44, 63) first demonstrated numerica l ly the experimental ly ob
served damping of convection caused by an imposed axial magnetic field on 
unsteady convection and the possibi l ity o f achieving steady, axisymmetric 
flows. M i h e l c i c and W i n e g r a t h (174) and Patera (173) have presented s imi lar 
results w i t h more emphasis on the transition between steady and oscillatory 
flows caused by increasing the magnetic field strength. Increasing the field 
beyond the l eve l necessary to stabilize the flow decreases the mix ing i n the 
melt and leads to radial nonuni formity of dopants i n the crystal , as w o u l d 
be the case for weak convective mix ing shown i n F i g u r e 10. O r e p e r and 
Szekely (131) documented this effect, and H j e l l m i n g and Walker (44) p re 
sented an asymptotic analysis for the flow and temperature fields i n this 
l imi t . 

N u m e r i c a l simulations that combine the details of the thermal-capi l lary 
models descr ibed previously w i t h the calculation of convection i n the melt 
should be able to predict heat transfer i n the C Z system. Sackinger et a l . 
(J 75) have added the calculation of steady-state, axisymmetric convection i n 
the melt to the thermal-capi l lary mode l for quasi steady-state growth of a 
long cy l indr i ca l crystal . T h e calculations inc lude melt mot ion d r i v e n b y 
buoyancy, surface tension, and cruc ib le and crystal rotation. F i g u r e 24 shows 
sample calculations for growth of a 3- in. (7.6-cm)-diameter si l icon crystal as 
a function of the depth of the melt i n the crucible . 
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2. BROWN Theory of Transport Processes 

A Β C D 

Figure 23. Streamlines and isotherms for selected times during the simulation 
shown in Figure 22. Flows correspond to points shown in Figure 22. 

T h e radial temperature difference imposed by the heater arrangement 
drives a large toroidal flow ce l l that moves up the wa l l and d o w n toward the 
center of the cruc ib le . F o r the deepest melt volumes, the flow is separated 
along the wal l . Th i s steady axisymmetric mot ion is probably not stable. T i m e -
periodic oscillations caused by the instabil ity of this separation have been 
reported at values of the Grashof number be low the values that correspond 
to the calculations i n F igure 24. A d d i n g an axial magnetic field leads to the 
reattachment of the flow ce l l to the wal l of the crucible and to the flow 
structure predic ted b y H j e l l m i n g and Walker (43) at h igh field levels. 

T h e flow separation along the crucible side wal l disappears, and a sep
aration along the bottom appears as the melt l eve l is lowered (Figure 24). 
The m e l t - c r y s t a l interface deforms to be convex at the center of the crystal 
as it senses the co ld crucible bottom w i t h the decreasing melt depth . This 
interface flipping is w e l l documented i n experimental systems and is also 
seen i n calculations based solely on conduction i n the melt . 
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94 MICROELECTRONICS PROCESSING: CHEMICAL ENGINEERING ASPECTS 

Figure 24. Streamlines and isotherms for the growth of silicon in a prototype 
Czochralski system with self-consistent calculation of interface and crystal 
shapes by using the quasi steady-state thermal-capillary model and the con
dition that the crystal radius remains constant. Calculations are for decreasing 
melt volume. The Grashof number (scaled with the maximum temperature 
difference in the melt) varies between 1.0 Χ 107 and 2.0 Χ 107 with decreasing 

melt volume. 

F e w calculations of three-dimensional convection i n C Z melts (or other 
systems) have been presented because of the prohib i t ive expense of such 
simulations. M i h e l c i c et a l . (176) have computed the effect of asymmetries 
in the heater temperature on the flow pattern and showed that crystal rotation 
w i l l e l iminate three-dimensional convection dr iven by this mechanism. Tang-
born (172) and Patera (J 73) have used a spectral-element method combined 
w i t h l inear stability analysis to compute the stability of axisymmetric flows 
to three-dimensional instabil it ies. Such a stability calculation is the most 
essential part of a three-dimensional analysis, because nonaxisymmetric flows 
are undesirable. 

Solute Transport. B u r t o n et al . (72) originated the boundary layer 
analyses for solute transport in C Z crystal growth descr ibed earl ier. The 
analysis of the boundary layer has been the starting point for studying axial 
solute segregation i n C Z growth. W i l s o n (80) has ref ined this analysis by 
inc lud ing a fu l l numer ica l calculation of the self-similar velocity field due to 
crystal rotation instead of using the asymptotic approximation of Cochran 
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2. BROWN Theory of Transport Processes 95 

(78). W i l s o n (177, 178) also used the transient, self-similar velocity field 
caused by crystal rotation to analyze the t ime-dependent axial dopant str ia-
tions caused by a fluctuating local growth rate. B y simultaneous calculation 
of the flow and the solute field without (177) and w i t h (178) accounting for 
the possible back me l t ing of the so l id , she demonstrated per iodic axial str ia-
tions i n the concentration field that were extremely similar to ones reported 
i n C Z growth for systems w i t h poor thermal symmetry that resulted i n growth 
rate fluctuations proport ional to the crystal rotation rate (25). E a r l i e r , H u r l e 
et a l . (179) made the connection between dopant striations and temperature 
oscillations by using a s impler mode l . 

Analysis of solute transport i n the presence of a magnetic field has 
received considerable attention. H u r l e and Series (85) and Cartwr ight and 
H u r l e (180) used the self-similar form of the velocity field near a rotating 
crystal as a framework for examining the role of an axial magnetic field i n 
modi fy ing axial segregation i n the crystal. 

L e e et al . (181) reported the only detai led calculations of solute transport 
i n Czochra lsk i growth for oxygen transport i n the presence of an axially 
al igned magnetic field. T h e i r results indicated that oxygen transport is re 
duced by the damping of convection and that the structure of the flow cells 
has a significant effect on the transfer rate, i f the flow is steady. Hosh ikawa 
et a l . (182) first demonstrated the control of oxygen concentration i n si l icon 
grown by the C Z method by using an appl ied magnetic field. M o r e recent 
analysis by K i m and Langlois (183) of boron transport i n C Z growth w i t h an 
axial magnetic field shows large radial variations i n boron concentration w h e n 
bulk convection is weak. Such large variations have been reported i n several 
as yet unpubl i shed experimental studies. 

Summary and Outlook 

Pioneer ing efforts i n the understanding of transport processes i n melt crystal 
growth have elucidated the important fundamental mechanisms i n these 
s y s t e m s a n d are t h e b e g i n n i n g o f c o m p r e h e n s i v e u n d e r s t a n d i n g o f 
property -process ing relationships for electronic materials. T h e segregation 
analysis of B u r t o n et a l . (74), the analysis of the onset of morphological 
instabilities by M u l l i n s and Sekerka (88, 89), and the documentation of the 
transitions to chaotic convection i n melt crystal growth by W i t t and his 
collaborators (46-50) are examples of such seminal investigations. 

E a c h of these efforts has spawned nearly a generation of scientific ex
ploration and engineering application of these concepts. As this chapter 
indicates, the leve l of generic understanding of transport processes and 
macroscopic properties of the crystal is good. E v e n so, quantitative pred i c 
tions of the performance of specific crystal growth systems and the design 
and opt imizat ion of these systems based solely on theoretical understanding 
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are not yet feasible. T h e design of systems for specific materials st i l l involves 
a great deal o f experimental input and empir ic isms. T h e reasons for this 
l imitat ion are many. 

F i r s t , the role of system design on the details o f convection and solute 
segregation i n industrial-scale crystal growth systems has not been ade
quately studied. This deficiency is mostly because numer ica l simulations of 
the three-dimensional , weakly turbulent convection present i n these systems 
are at the very l i m i t o f what is computationally feasible today. N e w deve l 
opments i n computational power may lift this l imitat ion . A l so , the extensive 
use of appl ied magnetic fields to control the intensity of the convection 
actually makes the calculations m u c h more feasible. 

E v e n i f the extensive calculations needed to define the dependence of 
segregation and heat transfer on operating conditions can be per formed, 
they may not be just i f ied i n the sense that the results cannot be supported 
e ither by the l eve l of quantitative characterization of a typical crystal growth 
system or by the accuracy of the data base for the thermophysical properties 
of exotic semiconductor alloys, especially under high-temperature processing 
conditions. T h e first deficiency requires extensive developments i n the tech
nology of sensors for monitor ing variables d u r i n g the crystal growth process, 
such as the temperature gradients i n the crystal that are d irect ly responsible 
for defect generation i n the sol id. Characterizat ion of the thermophysical 
properties of these materials is c learly a prerequisite for the accurate u n 
derstanding of the processing conditions for any melt crystal growth system. 

The most conspicuous shortcomings of modern theory of crystal growth 
appear w h e n the l inks between macroscopic processing conditions and the 
formation of crystall ine defects are considered. O t h e r than the intu i t ion 
der ived by apply ing the theory of l inear thermoelasticity to the calculation 
of stress fields i n the cool ing solids, no guidelines exist for designing growth 
systems. E l u c i d a t i n g the mechanisms of defect formation and the importance 
of the chemistry of the melt and hence transport processes i n these m e c h 
anisms are important frontiers i n the processing of electronic materials. 

Abbreviations and Symbols 

Β magnetic field 
Β ο magnitude of magnetic field 
c* characteristic concentration scale 
c d imensional concentration field 
c 0 reference value of c (equation 4) 
cQ far-f ield l eve l o f concentration 
<c>i interfacial average concentration (equation 16) 
c(x, t) dimensionless concentration field 
A c * characteristic scale for concentration difference 
D molecular difiusivity of solute i n melt 
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2. BROWN Theory of Transport Processes 97 

boundary of computational domain 
fraction of boundary adjoining m e l t - s o l i d interface 
fraction of boundary adjoining sol id surfaces 
unit vector i n d irect ion of gravity 

e. unit vector i n ζ d irect ion (equation 5) 
fir) dimensionless meniscus shape function 
F b(v, i) dimensionless appl ied body force field 
F.(i) dimensionless surface force 
g acceleration of gravity 
G dimensionless axial temperature gradient 
M r ) dimensionless me l t - c rys ta l interface shape function 
f i dimensionless mean curvature of interface 
H dimensional mean curvature of interface 
AH{ latent heat of fusion 
I refers to the m e l t - c r y s t a l interface w h e n used as a subscript 
I identity tensor 

e q u i l i b r i u m partit ion coefficient (equation 1) 
effective segregation coefficient 

h capil lary length, ( t f /p m g) 1 / 2 

L*, L characteristic length scale 
m refers to the melt phase w h e n used as a subscript 
m slope of l iquidus curve 
η unit normal vector to m e l t - a m b i e n t meniscus 
Ν unit normal vector to me l t - c rys ta l interface 
Ο order of magnitude 
Ρ dimensionless pressure field 
Ρο reference pressure 
Ρ dimensional pressure field 
r dimensionless radial coordinate 
R dimensionless crystal radius 
s refers to the sol id of crystal phase w h e n used as a subscript 
t dimensionless t ime 
i dimensional t ime 
t unit tangent vector to m e l t - a m b i e n t meniscus 
Τ unit tangent vector to me l t - c rys ta l interface 
tr dimensional value of Τ (equation 5) 
y * characteristic temperature scale 
τ 0 reference value of Γ 
Tm melt ing temperature 
1 m mel t ing temperature of pure material 
T(x, t) dimensionless temperature field 
Δ Γ max imum temperature difference 
Δ Γ * characteristic temperature difference 
V dimensional velocity vector 
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v(x, t) dimensionless velocity field 
y * characteristic velocity scale 
ν , growth rate 
v0 velocity scale for bu lk mot ion 
V s (x , t) dimensionless velocity of sol id surfaces 
X vector of dimensionless coordinates 
*• thermal conduct iv i ty of phase i 
X d imensional vector of coordinates 
ζ d imensional axial distance 
α* thermal difiusivity of phase i 
βο coefficient of solutal expansion 
β . coefficient of thermal expansion 
Ί m e l t - c r y s t a l interfacial energy 
Γ m e l t - c r y s t a l capil lary length, y/AH( 

δ dimensionless stagnant-film thickness 
Δ dimensionless boundary layer thickness 
η boundary layer coordinate 
λ P e s / 3 P e g (equation 26) 
λ 0 reference value of λ 
ξ variable of integration 
V m o m e n t u m diffusavity, μ / ρ ω 

μ Newton ian viscosity of melt 
Ω characteristic rotation rate 
Ρο reference density of melt 
Pi mass density of phase i 
σ interfacial tension of m e l t - a m b i e n t meniscus 
σ* characteristic value of σ 
σο reference value of σ 
τ deviatoric stress tensor 
Φ angle between m e l t - a m b i e n t and c rys ta l -me l t surfaces 
Φο reference value of φ 
0 refers to reference values w h e n used as a subscript 

refers to d imensional values of parameter w h e n used over a 
variable 
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Liquid-Phase Epitaxy and Phase 
Diagrams of Compound Semiconductors 

Timothy J. Anderson 

Department of Chemical Engineering, University of Florida, Gainesville, FL 
32611 

The fundamentals of liquid-phase epitaxy of compound semiconduc
tors are presented. Selected topics associated with the chemical proc
essing of semiconductors by this technique are discussed. These topics 
include compositional variations, growth mechanisms, and the initial 
stages of epitaxy. A formalism for the treatment of solid-liquid phase 
equilibrium in multicomponent compound-semiconductor systems is 
given. Procedures for interpolating, extrapolating, and predicting 
multicomponent phase diagrams are suggested. 

E P I T A X Y IS T H E P R O C E S S O F G R O W I N G regularly or iented, th in films on a 
substrate. T h e goals of epitaxy are to produce perfectly crystall ine films w i t h 
control of composit ion, thickness, and pur i ty and to reproducib ly repeat the 
process on either a new substrate or a previously deposited film. Several 
processes for epitaxial film growth are available, inc lud ing l iquid-phase ep
itaxy ( L P E ) , chemical vapor deposit ion ( C V D ) , molecular-beam epitaxy 
( M B E ) , plasma deposit ion, and ion-cluster-beam deposition. These depo
sition technologies are at different stages of development and offer certain 
or potential advantages for the fabrication of solid-state devices. 

Advantages and Limitations of Liquid-Fhase Epitaxy 

Liquid -phase epitaxy is the process of growing films from a l i q u i d solution 
and is an attractive method of film growth for several reasons. L P E was the 

0065-2393/89/0221-0105$15.9070 
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106 MICROELECTRONICS PROCESSING: CHEMICAL ENGINEERING ASPECTS 

first process broadly developed for the growth of compound-semiconductor 
materials and has proven to be a rel iable process. C o m p a r e d w i t h other 
methods, L P E is a s imple process and thus requires a short downt ime and 
demands less operator sk i l l . T h e requ i red investment i n capital equipment 
is modest, and the operating expenses are m i n i m a l relative to other growth 
technologies. 

In L P E , film growth occurs very near the e q u i l i b r i u m state, and thus 
the technique is reproducible and gives films w i t h low concentrations of 
growth- induced defects. T h e starting materials are generally i n e lemental 
form, and their availabil ity i n h igh pur i ty translates into l ow levels of u n 
intentional doping . Impur i ty levels are further decreased by the tendency 
of most contaminants to segregate into the melt . F u r t h e r m o r e , the l i q u i d -
metal solvents used i n L P E can dissolve most elements to give a large 
selection of dopants. 

T h e h igh growth rate that can be achieved by L P E reduces growth t ime 
for th ick- f i lm applications. In addit ion, processing from the melt tends to 
equalize the d is tr ibut ion coefficients of the l i q u i d constituents. In contrast, 
large differences i n d istr ibut ion coefficients can exist between the trans
portable vapor species used i n other processes. F o r example, sol id solutions 
containing A l mixed w i t h G a or In are easy to grow by L P E but are difficult 
to grow w i t h near -equ i l ibr ium C V D techniques. Relative to some alternative 
growth methods, safety considerations for L P E are less restrict ive, w i t h 
hydrogen handl ing be ing the most hazardous operation. T h e success of L P E 
is evident from its prominence i n the product ion of commerc ia l devices, 
particularly for optoelectronic applications. F o r many device structures, the 
highest device performance characteristics have been achieved i n devices 
produced by L P E . 

A l though the advantages of L P E are considerable, this process has sev
eral serious drawbacks. L P E is inherent ly a batch process and is usually 
scaled up by the s imple dupl icat ion of systems. Single-wafer batch processing 
and long baking times al low low wafer throughput compared w i t h the 
throughput real ized w i t h S i C V D technology. Great care must be taken to 
y i e ld acceptable surface morphologies, because the process is often plagued 
by surface defects such as incomplete melt removal , terrace formation, p i n 
holes, and meniscus l ines. Thickness uni formity can be poor as a result of 
natural and forced convection i n the melt and variations i n substrate t e m 
perature. Because of h igh in i t ia l growth rates, film thicknesses of less than 
several h u n d r e d angstroms or w i t h i n tight thickness tolerances are extremely 
difficult to achieve. 

D u r i n g the growth of sol id solutions (e.g., pseudobinary alloys and doped 
compounds), the melt composit ion at the interface can be a function of t ime , 
a situation that results i n a natural composit ion gradient i n the growth d i 
rection. Heteroepitaxy, the growth of an epitaxial film w i t h a composit ion 
different from that of the substrate, is more difficult compared w i t h other 
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3. ANDERSON Liquid-Phase Epitaxy 107 

techniques because of meltback problems. F o r example, it is difficult to grow 
a layer of I n P on I ^ G a ^ ^ s w i t h an abrupt interface because of the l i m i t e d 
transport of As and G a across the interface. Despi te these l imitations, l i q u i d -
phase epitaxy is st i l l commonly used to grow epitaxial films of compound 
semiconductors. 

Several excellent reviews of l iquid-phase epitaxy have appeared i n the 
l iterature over the past 15 years (1-12). T h e discussion i n this chapter w i l l 
be l i m i t e d i n scope but w i l l supplement the material discussed i n previous 
reviews. I n particular, issues that can be analyzed by tradit ional methods of 
chemical engineering are addressed for this chemical process. Because the 
growing s o l i d - l i q u i d interface is near e q u i l i b r i u m , the calculation of m u l 
t icomponent compound-semiconductor phase diagrams w i l l be emphasized. 

LPE Growth Techniques 

The L P E growth system must provide a d r i v ing force for nucleation of the 
sol id film, a physical means of contacting a l i q u i d solution to the substrate, 
an efficient way of removing the solution from the substrate after growth, 
and, for most device applications, a method of repeating the growth process 
from a solution of different composit ion. 

N u c l e a t i o n . T h e dr iv ing force must decrease the G i b b s energy of the 
l i q u i d solution near the substrate to a value sufficiently low to produce 
nucleation on the substrate but not so low that homogeneous or heteroge
neous nucleation on nonsubstrate sol id surfaces occurs. Thus a smal l w i n d o w 
i n the values of the solution G i b b s energy exists i n w h i c h successful growth 
can take place. 

T h e upper l i m i t of the G i b b s energy is de termined pr imar i l y by substrate 
properties (i.e., orientation, i m p u r i t y content, crystal l inity, and composi 
tion), whereas the lower l imi t is fixed by the properties of the l i q u i d solution 
and the materials of construction. T h e solution G i b b s energy is a function 
of temperature, of composit ion, and, weakly , of pressure. M o s t L P E tech 
niques are dr iven by temperature decreases caused by precool ing of the 
substrate, continuous or step cool ing of the solution, Pe l t ier cool ing, or the 
establishment o f a temperature gradient between the substrate and a con
stant-composition source. Electroepitaxy, i n w h i c h a large current is passed 
normal to the substrate, represents an example i n w h i c h the l i q u i d com
posit ion near the s o l i d - l i q u i d interface is changed by electromigration, i n 
addit ion to Pe l t ier cooling. I n response to a d r i v i n g force, the system adjusts 
the value of the l i q u i d G i b b s energy by changing the composit ion through 
deposit ion. In heteroepitaxy, the requ ired d r i v i n g force d u r i n g the in i t ia l 
stages of epitaxy is clearly different from that requ ired d u r i n g subsequent 
growth, w h i c h is essentially homoepitaxial deposition. 
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108 MICROELECTRONICS PROCESSING: CHEMICAL ENGINEERING ASPECTS 

Contact between Solution and Substrate. The physical processes 
used to contact the l i q u i d solution to the substrate can be classified broadly 
into t ipp ing , d ipp ing , or s l id ing methods (Figure 1). 

A t ipp ing procedure was first suggested by Nelson (13). I n this method , 
a l i q u i d solution is successfully brought into and removed from contact w i t h 
the substrate by either t ipp ing a horizontal boat (Figure la) or rotating a 
cy l inder (Figure l b ) containing a fixed substrate and the solution. T i p p i n g 
techniques are s imple , but melt removal is difficult i f the technique relies 
on gravity. T h e early versions of these designs could not grow mul t ip le layers 
and gave poor thickness uni formity . 

B o t h horizontal (Figure l c ) and vert ical (Figure Id) d i p p i n g processes 
have been investigated, but again, these techniques rely on gravity for mel t 
removal . To improve thickness uni formity , d i p p i n g techniques are often 
accompanied by mechanical st irr ing. 

In modern L P E systems, film growth is almost exclusively per formed 
i n a l inear sliding-boat design (Figure le) . T h e sliding-boat technique has 
evolved over the past 20 years, w i t h many variations existing i n different 
laboratories. T h e basic design consists of two main pieces (Figure l e ) : a 

Figure la. LPE growth systems: tipping technique. (Reproduced with permis
sion from reference 13. Copyright 1963 RCA Research and Engineering.) 

THERMOCOUPLE 

SUBSTRATE « SOLUTION 

1 GRAPHITE BOAT 

SOLUTION 

SUBSTRATE 

CLAMP 

Figure lb. LPE growth systems: rotary method. 
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SUBSTRATE 

Figure lc. LPE growth systems: horizontal dipping method. 

RADIATION 
1 1 1 SHIELDS 

Figure Id. LPE growth systems: vertical dipping method. 
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110 MICROELECTRONICS PROCESSING: CHEMICAL ENGINEERING ASPECTS 

SLIDE 

Figure le. LPE growth systems: multibin sliding-boat method. 

sl ider plate w i t h a substrate recess and a mul t ip l e -we l l assembly. A substrate 
fitted i n the sl ider plate recess can move relative to the w e l l assembly to 
place the substrate beneath a solution w e l l . The pieces and recess are m a 
ch ined to fine tolerances to al low mechanical w i p i n g of the melt from the 
film after growth. T h e use of mul t ip le wells permits the growth of mul t ip le 
layers on a single substrate or the product ion of mul t ip le substrates. 

T h e sl ider boat is usually constructed of graphite, although alternative 
materials such as boron n i t r ide and si l ica (14) have been used. Graphi te is 
readily obtained i n h igh pur i ty , easily machined , relatively inert w i t h respect 
to the solution, and nearly frictionless i n operation. Graphi te boats do have 
a l imi ted l i fet ime, and care must be exercised i n desorbing gases contained 
in this relatively porous material . 

T h e sl ider boat assembly is normal ly surrounded by a fused si l ica tube. 
Reduct ion of the si l ica tube by hydrogen can unintentional ly dope the semi 
conductor w i t h S i (15), and the addit ion of small amounts of C I (as metal 
chloride or HC1) can greatly reduce this prob lem (16). T h e slider boat is 
b lanketed i n a flowing stream of palladium-alloy-diffused hydrogen. E x t r e m e 
care must be used to m i n i m i z e the leve l of oxygen i n the system, part icularly 
for the growth of films containing A l . L o w oxygen levels are achieved by 
prebaking the system, imp lement ing good housekeeping procedures, and 
using pur i f ied hydrogen. M a n y systems are equipped w i t h a hygrometer to 
measure H 2 0 levels. T h e gas stream may also contain desired dopants (17) 
or major species used to reduce the evaporation of volatile components (18). 
T h e arrangement is usually placed i n a resistance-heated furnace, and t e m 
perature control to better than 0.1 °C is requ ired to achieve reproducible 
growth thicknesses. To further improve reproducib i l i ty , modern systems are 
generally equ ipped w i t h automatic s l ider pul l ing-and-pushing mechanisms 
and automatic temperature programmers. 

S o l v e n t S e l e c t i o n . T h e characteristics of a good solvent inc lude l ow 
vapor pressure (<1.0 Pa), l ow cost, availabil ity i n h igh pur i ty , low solubi l i ty 
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3. ANDERSON Liquid-Phase Epitaxy 111 

i n the film, compatibi l i ty w i t h the materials of construction, and low toxicity. 
A small slope of the l iquidus l ine is desirable for improved thickness control . 
A moderate solubi l i ty of the solute (film material) allows the economical use 
of the materials. F o r effective melt removal , low values of surface tension, 
kinematic viscosity, and eutectic temperatures or other solid-transformation 
temperatures are helpful . 

F o r the growth of compound semiconductors, the solvent is usually the 
constituent element of the compound w i t h the lowest vapor pressure and 
distr ibut ion coefficient. F o r example, G a is usually the solvent for the growth 
of A l ^ G a ^ A s . A l though both A l and G a satisfy the low-vapor-pressure re 
quirement , the distr ibut ion coefficient of G a is considerably smaller than 
that of A l . O t h e r solvents can be used to alter the properties of the melt . 
F o r example, Panek et al . (19) performed the growth of G a A s from a solution 
containing the isoelectronic e lement B i . T he y reported a significant increase 
i n growth rate, probably because of a change in the slope of the l iquidus 
l ine . 

T h e growth of group I I I - V semiconductors from solutions containing 
large amounts of group I V elements has also been investigated (20-22). These 
elements are amphoteric dopants i n group I I I - V compounds, and relatively 
large dop ing levels can be achieved at h igh solvent concentrations. T h e use 
of a group I V element as a solvent strongly influences the shape of the phase 
diagram. F o r example, changes i n the slope of the l iquidus altered the growth 
rate of GaAs (20) and increased Ρ solubil i ty , which i n t u r n increased the 
wettabi l i ty of the difficult-to-grow (111) I n P surface dur ing I n P growth (22). 
However , the use of alternative solvents has received m i n i m a l attention. 
T h e opt imal solvent composit ion should depend on the desired film char
acteristics. 

G r o w t h P r o c e d u r e s . T h e exact procedures for the growth of device-
qual ity epitaxial films by L P E vary w i t h the deposited material , the design 
of the growth equipment , and the structure to be fabricated. The general 
procedure involves preparation of the substrate, loading of the melt con
stituents and pretreatment of the system, and growth. 

Substrate Preparation. Substrates are commercial ly available for most 
b inary compound semiconductors, pr inc ipal ly the group I I I - V gal l ium and 
i n d i u m compounds and tel lurides. The materials G a A s , InP, and C d T e are 
produced i n the largest vo lume. I n recent years, compound semiconductors 
have been grown successfully on noncompound-semiconductor substrates, 
particularly S i substrates. T h e successful deposition techniques are those 
that operate at conditions that al low a large departure from e q u i l i b r i u m at 
the growing interface (i.e., M B E and metallorganic chemical vapor depo
sition [ M O C V D ] ) . L P E is a near -equi l ibr ium process, and this fact makes 
heteroepitaxy difficult. 
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112 MICROELECTRONICS PROCESSING; CHEMICAL ENGINEERING ASPECTS 

T h e growth of large single crystals of compound semiconductors is ac
compl ished by many techniques, inc lud ing the Czochra lsk i process and the 
horizontal and vert ical B r i d g m a n processes (23). After crystal growth, the 
orientation of the boule is obtained by chemical etching or X - r a y meas
urement (24). Internal saws are used to slice into wafers an ingot that is 
attached to a mount ing block w i t h wax. T h e wafers are then ground to the 
same thickness. T h e s l ic ing and gr inding procedures produce considerable 
waste and result i n work damage to a depth of 5 0 - 8 0 μιτι. 

This work damage is usually removed by fast chemical etching. T h e 
etching step is accomplished by the reaction of the semiconductor w i t h the 
etchant to produce soluble oxides. T h e etching rate may be l i m i t e d by either 
a surface reaction or mass transfer. F o r surface-reaction-l imited etchants, 
the etching rate is a strong function o f temperature and orientation. Pref 
erential etching along dislocation lines can give rise to etch pits. F o r mass-
transfer- l imited etchants, the st i rr ing conditions in the l i q u i d etchant must 
be control led to avoid nonuni form etching rates. 

T h e final step is a chemical or chemomechanical po l ishing procedure. 
Orange-peel textures that are generally present on chemical ly po l ished sur
faces have been e l iminated successfully by using a hydroplaning chemo
mechanical po l i sh ing step (25). Part icular ly important to L P E is control of 
the wafer thickness to a tolerance of <25 μπι. Several excellent rev iew 
articles have been publ i shed on the etching of semiconductor surfaces 
(26-28). C o m m e r c i a l wafers are generally at this stage of processing. T h e 
quality o f compound-semiconductor wafers i n terms of defect density, radial 
homogeneity, and max imum diameter is not as high as that available for S i 
wafers, although the qual ity has improved tremendously d u r i n g the last few 
years. 

O n e of the most important steps i n the growth of device quality layers 
by L P E is substrate preparation. The exact substrate preparation procedure 
varies w i t h material and user, but usually includes a degreasing step (e.g., 
sequential r ins ing w i t h tr ichloroethylene, acetone, and methanol i n an u l 
trasonic bath, fol lowed by d r y i n g i n an inert gas stream) and a short isotropic 
etch to remove surface oxides. T h e recent l i terature on M B E sample p r e p 
aration should be consulted regularly , because the effectiveness of substrate 
preparation procedures can be monitored by surface analytical tools instal led 
i n M B E systems. A large body of l i terature is available on the po l i sh ing of 
G a A s (29-44), I n P (44-49), and other compound semiconductors (50-52). 

Predeposition Procedures. W h e n the substrate surface has been p r e 
pared , the substrate is loaded into the recessed area of the slider. A t this 
t ime , the melt constituents are loaded into the bins i n the sl ider boat. 
Dopants , volatile components, and elements w i t h large d istr ibut ion coeffi
cients are requ i red i n small quantities and must be carefully weighed. 
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3. ANDERSON Liquid-Phase Epitaxy 113 

Effect of Baking. B a k i n g the system at elevated temperatures w i t h 
flowing pur i f ied hydrogen greatly reduces the concentration of impuri t ies 
incorporated i n the grown layers (53-57). T h e baking process supposedly 
removes impuri t ies absorbed on the walls of the materials of construction 
and purifies the l i q u i d solution by s imple evaporation of volatile species or 
reduct ion by hydrogen. 

Shown i n F i g u r e 2 are the electron donor and acceptor concentrations 
as a function of baking t ime at 800 °C for the growth of G a A s by L P E (57). 
T h e leve l of unintent ional i m p u r i t y dramatically decreases w i t h increasing 
baking t ime. T h e residual acceptor and donor were attr ibuted to C and S i , 
respectively. 

S imi lar results are shown i n F i g u r e 3 for the growth of I n ^ G a ^ A s layers 
on I n P (55). T h e measured carrier concentration at room temperature de
creases w i t h increased baking t ime for baking times up to 50 h . 

Purification of Solution. A n approximate model for the purif ication of 
the solution can be developed by assuming that a stagnant melt in i t ia l ly 
contains an impur i ty at a uni form concentration, C*, and loss of dopant 
occurs by evaporation at the top surface. T h e rate of evaporation is assumed 
to be direct ly proport ional to the difference i n concentrations at the top 
surface and at e q u i l i b r i u m . I f the proportionality constant is z, the diffusion 
coefficient of the impur i ty i n the melt is D i 5 and the depth of the melt is I, 
then the fol lowing expression for the i m p u r i t y concentration i n the melt , 

Figure 2. Donor (·), acceptor (O), and net carrier (•) concentrations as 
a function of baking time at 800 °C for growth of GaAs. (Reproduced 
with permission from reference 57. Copyright 1984 American Institute of 

Physics.) 
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114 MICROELECTRONICS PROCESSING: CHEMICAL ENGINEERING ASPECTS 
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Figure 3. Room-temperature carrier concentration and Hall mobility at 
77 Κ of (100) and (111) Β Ini-xGaxAs LPE layers grown from solutions baked 
at 670 ° C (Reproduced with permission from reference 55. Copyright 1982 

Elsevier.) 

Cg 1 , as a function of t ime (t) at the s o l i d - l i q u i d interface is obtained (58) 

in w h i c h erf is error function and erfc is error function complement . I f the 
rate of the first-order surface process is h igh (large value of z), equation 1 
reduces to a s imple error function d istr ibut ion w i t h a characteristic t ime of 
l2/4Dv B y us ing typical values for I and Dv the t ime requ i red for 8 4 . 3 % of 
the impur i ty to be depleted is about 7 h , a value that is consistent w i t h the 
results shown i n Figures 2 and 3. 

This m o d e l is rather s imple , because it neglects possible mix ing effects 
caused by natural convection and convection forced by H 2 flow or sl ider 
mot ion and the dependence of impur i ty difiusion coefficients on the con
centrations of other impuri t ies present i n the melt . The exact mechanism 
by w h i c h baking influences the concentration of trace impurit ies is not w e l l 
understood. H o w e v e r , the use of a prebaking step is considered necessary 
to achieve h igh-pur i ty f i lm growth by L P E . 

The t ime that the substrate and melt are at an elevated temperature 
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3. ANDERSON Liquid-Phase Epitaxy 115 

before growth is init iated can be sufficient to al low p i t t ing of the substrate 
by incongruent evaporation of the substrate. Incongruent evaporation of 
phosphorus from I n P substrates begins at 300 °C i n vacuum and adversely 
affects the defect density, surface morphology, and local alloy composit ion 
of epitaxial films (59-61). Above the incongruent-evaporation temperature, 
the flux of phosphorus is greater than that of In . After sufficient excess 
phosphorus has evaporated, nucleation of P-saturated I n droplets takes place 
on the surface. The Ρ evaporation rate from these droplets is higher than 
that from the sol id surface and results i n the formation of pits. 

C h u et al . (62) examined the morphological evolution of I n P surfaces i n 
flowing H 2 under a microscope w i t h a hot stage. T h e temperature requ i red 
to nucleate In droplets on (100) I n P is shown i n F igure 4 as end points of 
heating curves. Nucleat ion of decomposit ion pits d i d not occur u n t i l the 
temperature exceeded 600 °C i n these short-t ime studies. I n these exper i 
ments, the rate of thermal decomposit ion was l i m i t e d by mass transfer, as 
indicated by the dependence on hydrogen flow rate of the t ime to nucleation. 
These results suggest that phosphorus evaporation can be reduced by lo 
cating the substrate i n an enclosed port ion of the boat, i n w h i c h convective 
transport of phosphorus i n the flowing H 2 ambient cannot occur. A n o t h e r 
effective technique to reduce this prob lem is to use a G a A s or I n P cover 
piece to shie ld the substrate (63). A local ized Ρ ambient generated from 
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Figure 4. Heating curves for (100) and 3°-misoriented and 6°-misoriented (100) 
InP surfaces at different hydrogen flow rates and heating rates. The time and 
temperature required for the nucleation of saturated indium droplets is in
dicated by arrows. R is the H 2 flow rate (expressed in standard cubic centi
meters per minute [seem]), and V is the heating voltage (expressed in volts; 
direct current). (Reproduced with permission from reference 62. Copyright 

1983 The Electrochemical Society.) 

Pu
bl

is
he

d 
on

 M
ay

 5
, 1

98
9 

on
 h

ttp
://

pu
bs

.a
cs

.o
rg

 | 
do

i: 
10

.1
02

1/
ba

-1
98

9-
02

21
.c

h0
03



116 MICROELECTRONICS PROCESSING: CHEMICAL ENGINEERING ASPECTS 

elemental phosphorus (64), phosphine (65, 66), or S n - I n P porous container 
over the substrate can also m i n i m i z e evaporative losses (67-69). T h e S n - I n P 
solution can establish a sufficient Ρ overpressure to preserve an I n P substrate 
and w i l l not require an intentional meltback of the substrate. Intentional 
meltback procedures can lead to poor surface qual ity because of morpho 
logical instabilities occurr ing d u r i n g dissolution (70). 

In addit ion to thermal decomposit ion of the substrate, ho ld ing the sys
tem at elevated temperatures for long times can result i n volati l ization of 
des ired constituents. As an example, F i g u r e 5 shows the amount of phos
phorus loss from I n - P solutions i n terms of a decrease i n the l iqu idus t e m 
perature as a function of baking t ime at 670 °C (55). Th is leve l of evaporative 
loss is significant and must be accurately accounted for to control subsequent 
growth. I n addi t ion , the evaporating species can be transported downstream 
to other bins and alter the composit ion of these melts. 

Deposition Procedures. A schematic of a typical growth sequence is 
shown i n F i g u r e 6. Af ter baking the system (step a), the system temperature 
is adjusted for growth and the substrate is brought into contact w i t h the 
melt i n the first b i n (step b). I n normal L P E practice, supersaturation of the 
l i q u i d solution is achieved by temperature adjustment. T h e in i t ia l temper 
ature can be set above, at, or be low the l iquidus value. I f meltback is des ired , 
a small increase i n temperature above saturation is fixed first. T h e subsequent 
rate of etching decreases w i t h t ime as the composit ion locally adjusts towards 
the e q u i l i b r i u m value. 
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Figure 5. The amount of Ρ evaporated, expressed as a drop in saturation 
temperature, from ln-Ρ solutions after a baking process at 670 °C. (Reproduced 

with permission from reference 55. Copyright 1982 Elsevier.) 
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3. ANDERSON Liquid-Phase Epitaxy 117 

SUBSTRATE (a) HOMOGENIZATION 

(b) GROWTH OF FIRST LAYER 

\ * * * v 7\ 

(C) GROWTH OF SECOND LAYER 

H % f 

(d) WIPE OFF 

Figure 6. Schematic of a typical LPE growth sequence using the sliding-boat 
method. 

I f the temperature is in i t ia l ly fixed at the value of the l iquidus temper 
ature, cool ing of the system must be programmed (—0.1-0.5 °C/min) to 
effect growth. This process is t ermed equilibrium cooling. I f the in i t ia l t e m 
perature is sufficiently be low the e q u i l i b r i u m value to produce heteroge
neous nucleation on the single-crystal substrate, no further cool ing is 
requ ired to achieve finite growth. A n isothermal growth process results and 
is t e rmed step cooling. Appl i cat ion of an in i t ia l step cooling fol lowed by ramp 
or e q u i l i b r i u m cool ing is t ermed supercooling. 

G r o w t h is terminated by s l id ing the substrate from underneath the mel t 
and using the w e l l wa l l to wipe off excess melt . I f another film of a different 
doping leve l or bu lk composit ion is desired, the substrate is brought into 
contact w i t h an adjacent w e l l containing the next solution (step c). T h e system 
temperature can now be several degrees below the in i t ia l homogenization 
temperature, and to prevent homogeneous nucleation i n these subsequent 
melts, the composit ion of the solution should have been previously adjusted 
to produce a l iquidus temperature i n the v i c in i ty of the actual temperature 
and a solidus composit ion appropriate for the device application. After the 
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118 MICROELECTRONICS PROCESSING: CHEMICAL ENGINEERING ASPECTS 

final layer is grown, the substrate is moved through an empty b i n for final 
melt removal (step d), and the system is cooled slowly to room temperature. 

Growth Mechanisms 

T h e growth of an epitaxial film that is nearly lattice matched to the substrate 
typical ly involves the lateral growth of atoms attached to the edges of steps 
on the crystal surface. T h e source o f these steps may be dislocations, mis -
orientation of the crystal , or heterogeneous nucleation. The balance between 
these different sources generates specific growth mechanisms. Because the 
thermodynamic d r i v i n g force for growth is quite small i n L P E , the rate of 
heterogeneous nucleation is generally l ow w h e n compared w i t h other e p i 
taxial processes (e.g., M B E and M O C V D ) . Thus the lateral growth rate is 
expected to be h igh relative to the nucleation rate. T h e lateral velocity of a 
step is approximately proport ional to the height (number of atomic layers) 
of the step. As a result , the steps having a smaller height w i l l catch up w i t h 
the steps having a larger height. T h e overal l effect is that the average step 
height increases w i t h t ime , as does the spacing between steps. F o r long 
growth times, the average step height can grow to the l eve l at w h i c h the 
steps become vis ib le to form a morphological defect termed surface terraces. 
Obvious ly , the result ing surface morphology of an epitaxial film depends on 
the in i t ia l conditions of growth. A n excellent rev iew of various growth m e c h 
anisms and morphological defects is given by B e n z and Bauser (71). 

Homogeneous Nucleation. Homogeneous nucleation i n the melt 
must be avoided, because the growth of nuc le i produces local composit ional 
variations i n the melt , w h i c h translate into local variations i n growth rate. 
Accord ing to classical nucleation theory, spontaneous fluctuations of atomic 
configurations serve to form nuc le i of the sol id phase. T h e difference between 
the molar G i b b s energy of the bu lk sol id and that of the l i q u i d solution, 
A G B , is negative i f the melt temperature is be low the e q u i l i b r i u m value and 
provides a d r i v i n g force for cont inued growth. However , most of the atoms 
i n a small embryo are not as fully bonded as they might be i n the bu lk 
crystal , and these atoms make a bigger contr ibut ion to the G i b b s energy of 
the system. T h e total G i b b s energy of formation for a nucleus, aG(, is the 
sum of the contributions from the bulk and surface atoms and is a function 
of the particle vo lume and shape: 

AG{ = ^ 2 + Α σ (2) 
M 

In equation 2, V is the vo lume of the nucleus, ρ is the density of the sol id , 
M is the molecular weight of the sol id , A is the surface area of the nucleus, 
and σ is the surface G i b b s energy per unit area. 
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3. ANDERSON Liquid-Phase Epitaxy 119 

The value of A G f shows a positive m a x i m u m as the size of the nucleus 
increases. F o r a spherical nucleus, the m a x i m u m value of A G f (AG f * ) is g iven 
by: 

16ττσ 3 Μ 2 

3 ( p A G B ) 2 

A t A G f * , the cr i t ical nucleus radius is given by: 

(3) 

- 2 σ Μ 
p A G B 

(4) 

W h e n a nucleus has reached a radius of r * , further growth lowers the G i b b s 
energy of the total system. To a first-order approximation, A G B depends 
l inearly on temperature. As the temperature decreases below the equ i l i b 
r i u m value, the absolute value of A G B increases and the crit ical radius 
decreases. 

O n the basis of the development of K i s h i et al . (72), the rate of formation 
of stable nuc le i , N, for diffusional growth is proport ional to exp ( - A G f * / R T ) , 
i n w h i c h ft is the gas constant and Τ is the temperature, according to 

Ν = K exp 
-AGf* 
RT 

(5) 

w i t h 

Κ = 2 C i ' ( C i
l (6) 

and 

A G f * = 
4ττσ 3 M 

p R T l n l g 

(7) 

i n w h i c h C} is the actual melt concentration of the l i m i t i n g component i , 
C e is the l iquidus concentration at the temperature of interest, and D{ is 
the diffusion coefficient of the l i m i t i n g species. 

The temperature dependence of the nucleation rate allows many cr i t ical 
nuc le i to be formed on a t ime scale that is small relative to the growth t ime 
w h e n the difference between the actual solution and e q u i l i b r i u m tempera
tures is greater than a cr it ical value, A T C . I f the temperature variations of 
l i q u i d density are neglected, the cr i t ical supersaturation, A T C , w i l l vary w i t h 
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120 MICROELECTRONICS PROCESSING: CHEMICAL ENGINEERING ASPECTS 

the average growth temperature through variations i n the shape of the phase 
diagram ( C j V C j , surface tension (σ), and diffusion coefficient (Dj). 

As the average growth temperature is increased, the rate of homoge
neous nucleation for a constant temperature decrease be low saturation w i l l 
increase w h e n the shape of the phase diagram and the temperature depen
dence of the surface tension (which decreases w i t h temperature) and diffusion 
coefficient are considered. These relationships i m p l y that a smaller super-
saturation temperature w i n d o w is available to avoid homogeneous nucleation 
as the average growth temperature is increased. This expectation is sup
ported by the experimental results shown i n F i g u r e 7 (72). In F i g u r e 7, 
experimental values o f the cr i t ical supersaturation, A T C , are plotted against 
the l iquidus temperature. S imi lar studies w i t h G a A s melts have shown that 
cr i t ical supercool ing i n homogeneous solutions can be greater than 10 °C 
(73-75). O n the other hand , the cr i t ical supersaturation requ i red for het 
erogeneous nucleation on low-surface-energy single-crystal substrates is less 
than 0.25 °C (76, 77). Apparent ly the h igh surface tension of the sol id graph
i t e - m e l t prevents heterogeneous nucleation on the graphite boat. 

Initial Stages of Epitaxy. T h e physical processes that take place 
d u r i n g the in i t ia l stages of epitaxy (less than a few seconds after the substrate 
is contacted to the melt) are not w e l l understood (79-90). 

800 

Figure 7. Experimental values of the critical supersaturation, AT C , as a function 
of saturation temperature in In-rich In-P solutions. (Reproduced with per

mission from reference 72. Copyright 1986 Elsevier.) 
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3. ANDERSON Liquid-Fhase Epitaxy 121 

Homoepitaxy. T h e simplest situation is homoepitaxy, w i t h the solution 
init ia l ly saturated w i t h respect to the solid. Microscopic variations i n the 
G ibbs energy of the substrate surface are expected from the presence of 
dislocations and any roughness exposing different crystal orientations. P r e 
sumably, the G i b b s energy of the l i q u i d is constant, and local differences 
between the G i b b s energy of the substrate and that of the l i q u i d w i l l dr ive 
mass-transfer processes (dissolution or deposition) across the interface. Thus , 
significant dissolution can occur along dislocation lines and at the edges of 
the substrate at long exposure t imes. 

G r o w t h is init iated by supersaturating the melt to a cr i t ical level . A t the 
beginning of growth, a l l elements are present i n sufficient quantities, so that 
a k inet i cs - l imited situation (atom attachment or nucleation) must surely exist 
at very short times ( < < 1 s). T h e rate of growth becomes very fast w h e n a 
cr it ical supersaturation is reached, and the h igh growth rate results i n rap id 
in i t ia l growth (thicknesses of a few h u n d r e d angstroms). This rap id growth 
w i l l be slowed by a local deplet ion of solutes and a local increase i n the 
temperature because of the energy of crystall ization released at the interface. 
The thermal difrusivity of l i q u i d metals at elevated temperature is approx
imately four orders of magnitude greater than the mass difrusivity, and thus 
the l imitat ion due to solute transport is expected to be the dominant l i m i 
tation. 

Heteroepitaxy. Heteroepitaxy (e.g., deposit ion of A l^Ga^^As on GaAs) 
is somewhat different, because the solid and l i q u i d cannot init ia l ly be i n 
e q u i l i b r i u m , that is, a chemical potential difference exists across the 
s o l i d - l i q u i d interface. I n compound semiconductors, the chemical potential 
of each element is constrained by compound stoichiometry. F o r example, 
for a ternary sol id ( A J B ^ C ) i n e q u i l i b r i u m w i t h a ternary l i q u i d , the con
ditions of e q u i l i b r i u m are given by equations 8 and 9: 

v>A + = μ Α ο 8 = μΑ1 + μ ^ (8) 

μ Β
δ + μ ^ Ξ μ Β ο δ = μΒ1 + με 1 (9) 

In these equations, μ Α
δ , μ Β

δ , and μ €
8 are the chemical potentials of A , B , 

and C , respectively, i n the sol id phase and μΑ1, μ Β
! , and μ α

1 are the chemica l 
potentials of A , B , and C , respectively, i n the l i q u i d phase. Equat ions 8 and 
9 are not necessarily satisfied w h e n a ternary A - B - C l i q u i d is contacted 
w i t h an arbitrary A J B ^ C sol id solution. F u r t h e r m o r e , a d r i v ing force for 
the formation of a n e w phase may exist i n a single phase (e.g., a l i q u i d may 
be supersaturated). 

A d r i v ing force (e.g., a difference i n chemical potential) causes a physical 
process (manifested as deposit ion or dissolution) to occur. T h e physical proc 
ess restores the balance of the component chemical potentials. T h e d irect ion 
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122 MICROELECTRONICS PROCESSING: C H E M I C A L ENGINEERING ASPECTS 

of the process is from the region of higher chemical potential to the region 
of lower chemical potential . T h e chemical potentials of each component do 
not adjust independent ly , because they are coupled through their depen
dence on concentration, temperature, and pressure (negligibly). I f the rates 
of surface processes are assumed to be fast relative to the rates of chemica l -
potential-difference-driven mass-transfer processes, then the surface c h e m 
ical potentials rapidly satisfy equations 8 and 9. A l t h o u g h shifts i n component 
chemical potential have occurred, net differences between the chemical 
potentials of the two bu lk phases st i l l exist w i t h the same sign, as i n the 
in i t ia l situation. T h e signs of these differences for each component can either 
be the same or opposite. T h e gradient i n chemical potential w i l l dr ive mass-
transfer processes i n both phases, w i t h transport i n the l i q u i d be ing more 
rap id than that i n the sol id. W h e n the gradients are opposing, growth rate 
reversal , that is , in i t ia l dissolution fol lowed by growth or the same processes 
occurr ing i n the reverse order , may occur. T h e first process to occur w i l l 
be de termined by the l i q u i d phase, because transport is more rap id i n this 
phase. 

As an example, Smal l and G h e z (87) calculated growth thicknesses after 
a sl ightly supersaturated G a - A l - A s l i q u i d solution was contacted w i t h an 
AljpGa^jpAs alloy, w i t h compositions adjusted such that the l iquidus t e m 
perature of the l i q u i d is lower than the solidus temperature of the alloy. 
Essent ia l ly , the l i q u i d phase wants to form a sol id because it is in i t ia l ly 
supersaturated, but at long t imes, the sol id should dissolve. F i g u r e 8 shows 
the calculated nondimensional thickness as a function of nondimensional 
t ime (87) of a case demonstrating growth reversal . T h e chemical potential 
of ALAs is h igher i n the l i q u i d phase and adjusts rapidly by deposit ing an 
A l A s - r i c h sol id. T h e G a A s chemical potential is higher i n the bu lk sol id 
phase and is d r i v e n towards dissolution, but transport through the in i t ia l 
A l A s - r i c h surface layer is slow. T h e in i t ia l adjustment of the l iquid-phase 
chemical potentials by deposit ion reduces the dr iv ing force i n the l i q u i d 
phase and permits transport i n the sol id to increase relative to that i n the 
l i q u i d . Eventua l ly , dissolution occurs, and at long t imes, a pseudosteady 
state is reached, but a th in layer of A l A s - r i c h sol id remains on the surface. 

Forced Convection. A n addit ional complicat ion arises from convec
t ion i n the melt forced b y the mot ion of the sl ider and only marginal ly 
assisted by the gas flow above the melt . F o r c e d convection w i l l transport 
solute across the substrate from the back edge. M o v i n g a sol id horizontal 
boundary across the bottom of an in i t ia l ly stagnant and semiinfinite l i q u i d 
is a classical p rob l em of unsteady viscous flow (91). T h e ratio of the velocity 
of the fluid i n the direct ion of mot ion, v(y), to the sol id-boundary velocity , 
V , is g iven by 

(10) 
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x 10 
108.0 

106.0 

,-4 

Figure 8. Calculated values of nondimensional growth thickness versus non-
dimensional time (τ = Djt/1 2) demonstrating growth reversal for the growth 
of GaxAl!-xAs on a substrate having a melting temperature higher than the 
equilibrium liquidus temperature. (Reproduced with permission from refer

ence 87. Copyright 1984 American Institute of Physics.) 

in w h i c h χ is the distance above the mov ing boundary and ν is the k inematic 
viscosity of the melt . A characteristic penetration depth of the disturbance 
is i n the order of 4 V v f . F o r l i q u i d G a at 1000 Κ after 1 s of mot ion, the 
penetration depth is ~ 0 . 1 c m (92). 

T h e actual situation d u r i n g L P E growth is complicated by the presence 
of the sol id w e l l walls , w h i c h produce a three-dimensional rotating-flow 
pattern. The t ime necessary for the fluid to cease motion by viscous d iss i 
pation should be characterized by the quantity Z 2 /v , i n w h i c h I is a char
acteristic length. F o r typical L P E conditions, this t ime should be i n the 
order of 1-100 s. Decreas ing the aspect ratio (ratio of melt height to melt 
width) and placing a sol id boundary at the top surface should decrease the 
t ime d u r i n g w h i c h forced convection is important. Shown i n F i g u r e 9 are 
measured film thicknesses as a function of t ime for the growth of G a A s and 
A l 0 4 G a 0 6 A s b y L P E at 700 °C (84). T h e growth temperature program i n 
c luded an ~ 0 . 5 °C in i t ia l supersaturation, fol lowed by a cool ing rate of 0.1 
°C/min. The measured thicknesses are greater than expected for diffusion-
l i m i t e d growth by 0.11 |xm for G a A s and 0.06 μηι for the alloy. Presumably , 
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100F I I I I 11 • ι ι—I I I I • • 11 I I IIH 

ν a ° 
ι ι 11 m l 

10 2 

0.1 LUL_ 
10 3 

I I I juy. 
10 1 

TIME (sec) 

Figure 9. Epitaxial layer thickness as a function of growth time for the growth 
of GaAs ( · , A) and Al04Gao.6As (•, V). (Reproduced with permission from 

reference 84. Copyright 1982 Elsevier.) 

the enhanced mass-transfer rate created by forced convection produces the 
increased growth thickness. 

Compositional Variations 

F i g u r e 10 shows a b inary A - A B system i n w h i c h the only compound that 
exists is A B . T h e system forms a s imple eutectic-type phase diagram w i t h 
e lement A . A l i q u i d solution w i t h [B] — CQ is saturated w i t h respect to the 
formation of c ompound A B at the l iquidus temperature F 0 . T h e concentration 
of Β i n the sol id compound A B is C s and is related to the density of the 
compound, p A B , and the molecular weight, M A B , by P A B / 2 M a b . Ac cord ing 
to the phase diagram, cool ing to temperature Te results i n the formation of 
the sol id compound and a shift i n the concentration of the remain ing l i q u i d 
to a composit ion C e . T h e film thickness, d, after e q u i l i b r i u m cool ing at a 
rate r for a t ime t is g iven b y a s imple material balance on element Β as: 

In equation 11, Ζ is the height of the l i q u i d and m is the slope of the l iquidus 

Irt 
( I D 

m(Cs - C 0 ) + rt 

(m « [T0 - T J / [ C 0 - C J ) . 
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3. ANDERSON Liquid-Phase Epitaxy 125 

Accord ing to this e q u i l i b r i u m model , the thickness of the grown film 
should vary l inearly w i t h both the height of the l i q u i d and the growth times 
typical ly encountered i n L P E . E x p e r i m e n t a l thicknesses from growth by 
e q u i l i b r i u m cool ing are independent of the solution height and proport ional 
to tm for typical l i q u i d levels and growth times. F u r t h e r m o r e , the measured 
growth rates are about an order of magnitude less than that predic ted by 
equation 11. These results and the facts that the growth rate is independent 
of surface orientation for most material systems (93) and that a small super
cool ing is needed for nucleation suggest that the growth process is diffusion 
l imi ted . 

Models of Diffusion during L P E . A n exact formulation of the L P E 
diffusion prob lem constitutes a non tr iv ia l Stefan prob lem (80). A n analytical 
first-order mode l capable of representing long-t ime experimental thickness 
data to w i t h i n experimental error considers the fol lowing one-dimensional 
conservation equation: 

& d l = ^ ψ ) i = 1 > 2 _ . n ( 1 2 ) 
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126 MICROELECTRONICS PROCESSING: CHEMICAL ENGINEERING ASPECTS 

In this equation, χ is the distance above the growing interface, D{ is the 
diffusion coefficient of component i i n the mult icomponent l i q u i d solution, 
and η is the number of components. 

Semiinfinite Extent. T h e conservation equations are subject to the 
boundary conditions i m p l i e d by e q u i l i b r i u m at the s o l i d - l i q u i d interface 
w i t h a specified cool ing program and a semiinfinite extent of the l i q u i d 
(I » [Df\V2). T h e concentration of the l i q u i d solution is assumed to be 
uni form ini t ia l ly . T h e growth rate, t>, and thickness, d, are determined by 
mass conservation at the mov ing boundary: 

I n equation 13, C l and C s are the total concentrations i n the l i q u i d and sol id 
phases, respectively. This statement of the prob lem assumes that the eon-
vective flux due to the mov ing boundary (growing surface) is smal l , the 
difiusion coefficients are mutua l and independent of concentration, the area 
of the substrate is equal to the area of the solution, the l i q u i d density is 
constant, and no transport occurs i n the sol id phase. F u r t h e r , the conser
vation equations are uncoupled from the equations for the conservation of 
energy and m o m e n t u m . Mass flows result ing from other forces (e.g., thermal 
diffusion and Marangon i or s l ider -mot ion- induced convective flow) are ne
glected. 

T h e solution to equations 12-14 for the growth of a pseudobinary c o m 
pound , A jB^C, can be expressed i n analytical form (94) for the three com
m o n temperature programs: ramp or e q u i l i b r i u m cooling, step cool ing, and 
supercooling. T h e expressions for thickness as a function of t ime are given 

ν 
dCiJO, t) 

dx 
(13) 

(14) 

by: 

ramp or e q u i l i b r i u m cooling: d 
2Krt 

3 
(15) 

step cooling: d KATti/2 (16) 

supercooling: Κ ( Δ Τ ί 1 / 2 + (17) 

In equations 16 and 17, Δ Τ is the difference between the saturation and 
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3. ANDERSON Liquid-Phase Epitaxy 127 

actual temperatures. The constant Κ i n equations 15-17 is defined by equa
tion 18: 

In equation 18, mi is the slope of the l iquidus curve for species i , that is, 
m, = (dT/dCfia.c,. 

F i g u r e 11 illustrates the differences between the various temperature 
schedules w h e n the value of Κ is taken as 4.0 Χ 10" 6 c m / K s 1 / 2 . The growth 
rate for step cool ing is very h igh dur ing the early port ion of epitaxy but 
decreases w i t h t ime. O n the other hand, the growth rate for e q u i l i b r i u m 
cooling is in i t ia l ly zero and increases w i t h t ime. T h e growth rate expression 
for supercool ing represents a superposition of the equations for step cool ing 
and e q u i l i b r i u m cool ing, w i t h the step-cooling solution dominat ing at short 
times and the equi l ibr ium-coo l ing solution dominating at long times. 

Finite Extent. As the growth t ime approaches Z 2 / 2 D i 5 the assumption 
of a semiinfinite growth solution is no longer val id . The concentration of 
solutes at the top of the solution w i l l begin to decrease, and this decrease 

τ 1 1 Γ 

0 5 10 15 20 25 30 35 40 

TIME (min) 
Figure 11. Calculated epitaxial layer thickness as a function of time for equi
librium, step-cooling, and supercooling temperature programs. (Reproduced 
with permission from reference 94. Copyright 1984 American Institute of 

Physics.) 
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128 MICROELECTRONICS PROCESSING: CHEMICAL ENGINEERING ASPECTS 

I I I 1 1 1 I 1 1—I—I I I M l 

TIME (min) 

Figure 12. Comparison between calculated and experimental layer thicknesses 
as a function time for the growth of GaP by supercooling. (Reproduced with 
permission from reference 95. Copyright 1983 American Institute of Physics.) 

w i l l lower the flux of solute to the growing surface. Such a decrease i n growth 
rate is i l lustrated i n F i g u r e 12 for the growth of G a P by the supercool ing 
technique (95). A G a - r i c h solution w i t h a l iquidus temperature of 848 °C 
was subjected to an in i t ia l supercool ing of 5 °C, and a cool ing schedule of 
0.5 °C/min was started. T h e growth expression given by equation 17 gives 
an excellent fit to the experimental thickness data for t < 40 m i n . H o w e v e r , 
significant deviations from this relation are seen at longer times. A t the 
growth conditions used to obtain the thickness data i n F i g u r e 12, the value 
of Z 2 / 2 D j is 61 m i n , a value i n reasonable agreement w i t h the experimental 
value. S imi lar results for the growth of G a A s were determined b y H s i e h 
(74). 

T w o other factors could contribute to the observed departure of the 
growth thickness at long times from that predic ted by equation 17. F i r s t , 
homogeneous nucleation i n the melt and the subsequent growth of prec ip 
itates w i l l act as sinks for solute atoms, just as film growth does. T h e exact 
location i n the melt where homogeneous nucleation w i l l occur depends on 
the melt compositional and thermal profiles (96). The precipitates are less 
dense than the mel t and w i l l rise to the top of the melt . Such precipitates 
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3. ANDERSON Liquid-Phase Epitaxy 129 

were formed d u r i n g long-t ime L P E growth experiments i n w h i c h ramp 
cool ing was programmed (74), w i t h the amount of precipitat ion generally 
increasing w i t h increased cool ing rate. The leve l of supersaturation that exists 
at long times can be significant. F o r example, a 25 °C decrease i n tempera
ture be low the or iginal solution l iquidus temperature is i n effect after 40 
m i n for the experimental conditions used to generate the results depicted 
in F i g u r e 12. 

The second reason for expecting the growth thickness to be reduced 
be low the value g iven by equation 17 is associated w i t h solute evaporation 
at the upper surface of the solution. F o r the growth of compound semi 
conductors, a solvent w i t h low vapor pressure is chosen generally. T h e 
preferential evaporation of solute in a supersaturated solution shifts the 
composit ion towards the l iquidus l ine and decreases the degree of super-
saturation. The max imum rate of evaporation is given by the L a n g -
m u i r - H e r t z equation 

Ji = — - — (19) 

i n w h i c h Pj is the partial pressure of the solute, M{ is the molecular weight 
of the evaporating species, R is the gas constant, and Γ is temperature. 

F o r ideal solutions, the partial pressure of a component is direct ly pro 
port ional to the mole fraction of that component i n solution and depends on 
the temperature and the vapor pressure of the pure component. T h e situation 
w i t h group I I I - V systems is somewhat more complicated because of po ly 
merizat ion reactions i n the gas phase (e.g., the formation of P 2 or P 4 ) . 
M a x i m u m evaporation rates can become comparable w i t h deposit ion rates 
(0.01-0.1 μπι/min) w h e n the partial pressure is i n the order of 0 .01 -1 .0 P a , 
a situation sometimes encountered i n L P E . This prob lem is analogous to 
the prob lem of solute loss d u r i n g bakeout, and the concentration variation 
i n the melt is g iven by equation 1, w i t h I replaced by the distance below 
the g a s - l i q u i d interface and ζ taken from equation 19. T h e concentration 
variation w i l l penetrate the l i q u i d solution from the top surface to a depth 
that is nearly independent of ζΙΌκ and comparable w i t h the penetration 
depth produced by film growth. As result of solute loss at each boundary, 
the variation i n solute concentration w i l l show a max imum located i n the 
melt . T h e density w i l l show an extremum, and the system could be unstable 
w i t h respect to natural convection. 

Comparison between Temperature Programs. A l l three tech
niques (ramp cool ing, step cool ing, and supercooling) have been used to 
achieve device-quality epitaxial film growth. A n advantage of ramp cool ing 
is the lower growth rate at short periods that permit better control of the 
thickness of th in films. Because a small amount of supercooling is requ i red 
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130 MICROELECTRONICS PROCESSING: CHEMICAL ENGINEERING ASPECTS 

for heterogeneous nueleation, ramp cool ing is actually the supercool ing pro 
cedure w i t h a smal l in i t ia l ΔΓ . 

T h e use of ramp cool ing i n the growth of mul t ip le layers after the first 
layer of growth can present problems associated w i t h meltback. F o r both 
ramp-cool ing and supercool ing methods, the previously discussed prob l em 
of homogeneous nueleation exists at l ong growth t imes. I n addit ion, the 
growth rate increases as growth proceeds, and the thickness reproduc ib i l i ty 
decreases. Because the variation of the growth rate w i t h t ime for step cool ing 
is opposite to that of ramp cool ing, thickness control improves w i t h growth 
t ime. F r o m a thickness control v iewpoint , supercool ing has the negative 
attributes of both l i m i t i n g cases: h igh in i t ia l growth rates and an increasing 
growth rate at long periods. T h e presence of an in i t ia l supersaturation (step 
cool ing and supercooling) seems to improve the surface morphology (74, 
97). T h e supersaturation increases the d r i v i n g force for nueleation and causes 
more uni form nueleation over the substrate. 

P u r e step cool ing is an isothermal operation w i t h s imple temperature 
control . D e Crémoux (98) showed that step-cooling growth from a m u l t i -
component solution should produce epitaxial layers w i t h a constant c o m 
posit ion. This predict ion has been experimental ly veri f ied (99, 100). T h e 
variation of thickness w i t h growth t ime for the growth of latt ice-matched 
I n G a A s P layers on (100) I n P by the step-cooling technique is shown i n F i g u r e 
13 (100). T h e thickness data are consistent w i t h dif fusion-l imited growth 
kinetics for t < 30 m i n . After this t ime, the thickness is less than that 
predic ted by equation 16, and growth finally stops after 60 m i n . T h e c om
posit ion of the quaternary layer was constant only w h e n the process was 
diffusion l i m i t e d (t < 30 min) . 

1 10 10 2 

TIME (min) 

Figure 13. Thickness of InGaAsP epitaxial layers versus growth time for 
growth by the step-cooling technique with 10 °C supersaturation. (Reproduced 
with permission from reference 100. Copyright 1980 American Institute of 

Physics.) 
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3. ANDERSON Liquid-Phase Epitaxy 131 

Growth Limited by Kinetics. A diffusion-l imited growth mode l ad 
equately describes the experimental growth rate data for most group I I I - V 
systems (77, 93, 95, 100). T h e growth of I n G a A s P , I n G a A s , and I n G a P on 
(111) I n P planes appears to be control led by surface kinetics (93, 101-103). 

T h e variation of layer thickness as a function of supersaturation for the 
growth of I n G a A s P on various I n P substrate orientations is shown i n F i g u r e 
14 (93). T h e step-cooling method was used, and the thickness data displayed 
in this figure were for a growth t ime of 10 m i n . Accord ing to equation 16, 
the thickness should be direct ly proport ional to Δ Γ for a constant growth 
t ime. T h e results shown i n F i g u r e 14 for growth on (001) I n P are consis
tent w i t h this relationship. F o r growth on (111) faces, in i t ia l growth does 
not occur u n t i l a cr i t ical supersaturation of about 4 °C for nueleation is 
achieved. 

W h e n nueleation was accomplished for growth on the (111) A plane, the 
thickness data were consistent w i t h the diffusion-l imited mode l w i t h a sl ightly 
increased effective growth rate. In contrast, the data for growth on the (111) 
Β face deviate from a l inear relationship. I n addit ion, the compositions of 
the quaternary films grown under identical conditions were nearly the same 
and uniform for growth on the (001) and (111) A planes, but the composit ion 
for growth on the (111) Β face was nonuniform and significantly different 
from the composit ion deposited on the other faces. 

T h e results just described have been explained i n terms of two p h e -

ΔΤ (°C) 

Figure 14. Layer thickness of InGaAsP after 10 min of growth by the step-
cooling method as a function of supersaturation. The liquid solution mole 
fractions are as follows: xGa = 5.54 x J O 3 , xAs = 4.39 X 10 \ and xP = 
3.22 x ΙΟ3. The curves are for (001) (A), (111) A (·), and (111) Β (•). 
(Reproduced with permission from reference 93. Copyright 1986 Elsevier.) 
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132 MICROELECTRONICS PROCESSING: CHEMICAL ENGINEERING ASPECTS 

nomena: (1) orientation dependence of the l iquidus temperature and (2) 
l imitat ion by surface reaction. T h e variation of the l iquidus temperature w i t h 
orientation was de termined by seed dissolution studies (i .e. , measurement 
of weight loss after ternary or quaternary solutions are contacted w i t h b inary 
seeds). C l e a r l y these results are not representative of true e q u i l i b r i u m , 
because the remain ing seed is pr imar i ly InP. H o w e v e r , the experiments are 
representative of the process that occurs d u r i n g heteroepitaxy. As previously 
discussed for the in i t ia l stages of epitaxy, chemical potential gradients exist 
(i .e. , for the contact of I n G a P l i q u i d w i t h an I n P seed, μ θ Ε Ρ is h igher i n the 
solution and μ ϊ η Ρ is h igher i n the bu lk seed), i n addit ion to possible differences 
w i t h respect to the in i t ia l saturation condit ion of the l i q u i d and the hypo 
thetical sol id i n e q u i l i b r i u m w i t h it . 

The difference i n the saturation temperature measured by seed disso
lut ion between (001) and (111) faces is related possibly to anisotropy i n the 
solid-state d i i u s i o n coefficient. I n the work of Thi js et a l . (93), the saturation 
temperature measure by I n P seed dissolution experiments was higher by 
the same amount on both (111) A and (111) Β surfaces than on the (001) 
plane. T h e variation of composit ion w i t h t ime for the growth of I n G a A s P on 
(111) Β I n P (93) is consistent w i t h a variation of the growth velocity from a 
t~m dependency as a result o f a l i m i t i n g surface reaction for short t imes. I f 
the e q u i l i b r i u m boundary condit ion of the diffusion equation is changed to 
one i n w h i c h the flux at the s o l i d - l i q u i d interface is equated to the rate of 
a first-order reaction, the concentration variation is functionally s imi lar to 
that g iven by equation 1, w i t h / replaced by distance above the surface, ζ 
replaced by the first-order rate constant k, and concentration relative to the 
e q u i l i b r i u m value. T h e growth thickness w i l l exhibit a t 1 / 2 dependency at 
times longer than D{lk2. 

Impurity Incorporation. Usefu l solid-state devices are products of 
the precisely control led incorporation of electrically active elements. As an 
example, G a A s can be grown w i t h a conduct iv i ty that is η type, ρ type, or 
semi- insulat ing; the range of electrical conduct ivity spans more than 10 
orders of magnitude. T h e elements can be added intentional ly (dopant) or 
unintent ional ly ( impurity) . I n growth by L P E , doping is accomplished u s u 
ally by adding dopants (elemental or compounds) d u r i n g solution formula
t ion , but dopants can be introduced into the solution from the gaseous 
ambient also. T h e impuri t ies can come from the solution starting materials, 
the gas stream, and the materials of construction (primari ly impur i t ies i n 
graphite and from the reduct ion of S i 0 2 by H 2 ) . In addit ion , impuri t ies or 
dopants present i n the substrate or previously deposited layers can redis 
tr ibute d u r i n g growth. I n the growth of compound semiconductors b y L P E , 
most impuri t ies tend to segregate i n the l i q u i d phase, and thus growth 
involves a single-stage fractionation. O n e of the advantages of L P E is the 
capability to grow high-pur i ty films; carrier concentrations i n the 1 0 1 4 / c m 3 

range are possible on a routine basis. 
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3. ANDERSON Liquid-Phase Epitaxy 133 

T h e equations used to describe dopant incorporation are identical to 
those used to describe the deposit ion of the semiconductor. Thus equations 
12-14 are applicable to a dif fusion-l imited mode l , w i t h the n u m b e r of c om
ponents, n, increased by the n u m b e r of dopants added. T h e e q u i l i b r i u m 
distr ibution coefficient, fci5 is def ined as 

*, = § \ (20) 

and indicates the d istr ibut ion of the impur i ty between the sol id and l i q u i d 
phases. W i t h this def init ion, the expression for the incorporation rate of the 
impur i ty (equation 13) becomes 

- . ( * - £ ) CAM) (21) 

T h e growth velocity, v, is largely determined by the processes that control 
the deposit ion of the semiconductor. F o r growth under isothermal conditions 
(step cooling), the composit ion of the i m p u r i t y i n the sol id does not vary, 
s imilar to growth of mult i component alloys. A n approximate expression for 
the effective d istr ibut ion coefficient, keS, for the growth of a b inary compound 
by step cool ing i n the unbounded case is g iven by (4) 

ex*) " H 1 + c= \dJ J ( 2 2 ) 

i n w h i c h C^oo) is the in i t ia l dopant concentration and the subscript j r ep 
resents a species i n the compound. F o r step cool ing, the effective d istr ibut ion 
coefficient is independent of t ime and is closer to unity than the e q u i l i b r i u m 
distr ibut ion coefficient, k{. T h e accumulation (k{ < 1) or deplet ion (k{ > 1) 
of impuri t ies at the growing interface changes the impur i ty concentration 
i n the sol id to higher (k{ < 1) or lower (fcj > 1) values. T h e situation for a 
nonisothermal boundary condit ion (ramp cool ing or supercooling) is more 
complex and requires a numer ica l solution of the diffusion prob lem. Because 
the boundary condit ion at the interface varies w i t h t ime , the incorporation 
rate of impuri t ies also varies w i t h t ime and can lead to an extremum i n the 
concentration profile of the dopant. 

Solid-Liquid Equilibrium 

Analysis of the growth process by L P E usually stipulates an e q u i l i b r i u m 
boundary condit ion at the s o l i d - l i q u i d interface. T h e s o l i d - l i q u i d phase 
diagrams of interest to L P E are those for the pure semiconductor and the 
semiconductor - impur i ty systems. M o s t sol id alloys exhibit complete mis -
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134 MICROELECTRONICS PROCESSING: CHEMICAL ENGINEERING ASPECTS 

c ib i l i ty for mix ing on the same sublattiee (e.g., A l . G a ^ A s ) and extremely 
l i m i t e d misc ib i l i ty for mix ing between the two sublattiees or a sublattiee and 
the interst it ial lattice (i.e., the point defect structure). To calculate growth 
rates and variations i n bu lk composit ion, only the mix ing on the same sub-
lattice is usually considered. W h e n transport processes i n the sol id solution 
are treated or w h e n the relation of dopant concentration to the electrical 
properties is of interest, the point defect structure must be considered. T h e 
procedures for calculating phase diagrams i n w h i c h deviations from stoichi -
ometry are neglected are discussed i n the fol lowing sections. 

T h e temperature -compos i t ion phase diagram of a general ized ternary 
A - B - C system is shown i n F i g u r e 15, i n w h i c h triangular coordinates are 
used to represent composit ion. T h e b inary A - C or B - C l imits are s imilar 
and show the formation of a single compound A C or B C . T h e A C - C or 
B C - C portions of the phase diagram are s imple eutectic types, whereas the 
A C - Α or B C - B l imits shown i n F i g u r e 15 are nearly degenerate eutectic 
types. T h e elements A and Β are from the same co lumn of the per iodic table 
and exhibit a variety of types of phase diagrams. F o r s impl ic i ty , an isomor-
phous phase diagram is shown i n F i g u r e 15. A lso shown i n this figure is the 

ΑχΒ̂ χΟ Pseudobinary liquidus 

A 

Figure 15. Generalized group HI-V ternary phase diagram. 
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3. ANDERSON Liquid-Phase Epitaxy 135 

pseudobinary phase diagram ( x c = 0.5), w h i c h is isomorphous for most 
group I I I - V systems. A single l iquidus surface covers nearly the entire phase 
diagram, and a eutectic valley is formed i n C - r i c h solutions. The solidus 
sheet of ( A J B ^ J H ^ C ^ is s impl i f ied to zero thickness (δ = 0) and w o u l d be 
sl ightly inc l ined i f the m a x i m u m mel t ing temperatures of the alloys were 
located at nonstoichiometric compositions. The l iquidus surface i n regions 
of l ow vapor pressure and the corresponding solidus tie lines are of interest 
to L P E . 

P r o b l e m F o r m u l a t i o n . T h e conditions of e q u i l i b r i u m require the 
equivalence i n each phase of temperature, pressure, and chemical potential 
for each component that is transferable between the phases and are subject 
to constraints of stoichiometry. A statement of the equivalence of chemical 
potential is identical to equations 8 and 9. A n example is the A J B ^ C y D ^ y 
quaternary system. This system contains four b inary compounds, A C , B C , 
A D , and B D , and the conditions of e q u i l i b r i u m allow three equations (of 
the type given by equation 8) to be wr i t ten . T h e fourth possible equation 
is redundant as a result of the stoichiometric constraint (i.e., equal n u m b e r 
of atoms on each sublattiee). 

F o r s o l i d - l i q u i d e q u i l i b r i u m i n a quaternary system, the G ibbs phase 
rule allows four degrees of freedom. If Γ, P, x c , and χΌ (in w h i c h xi is the 
mole fraction of component i i n l i q u i d solution) are specified, then xA, x, y, 
and x A C (in w h i c h x y is the mole fraction of component ij i n sol id solution) 
are determined , and the system is invariant. These variables are def ined by 
the fo l lowing equations: 

χ = 

y = 

1 - (1 - x c - x D ) ( P B C + P B D ) 

(PAC + FAD) ~ (^BC + * BD/ 

(PAC + P A D ) [ 1 ~ ( l - x c - % ) ( P B c + PBD)] 
(PAC + PAD) - (P B c + PBD) 

(PAC - P B C ) - (1 - xfc - *D ) (PA C PBD - PAQPBC) 

(PAC + PAD) - ( P B C + PBD) 

(23) 

(24) 

(25) 

*AC = exp ( 6 A D + e B C - e A C - Û B D ) (26) 
A ACl BD *BD 

in w h i c h 

Ρ ϋ = TyXj exp ( - θ ΰ ) ij = A C , A D , B C , and B D (27) 

Pu
bl

is
he

d 
on

 M
ay

 5
, 1

98
9 

on
 h

ttp
://

pu
bs

.a
cs

.o
rg

 | 
do

i: 
10

.1
02

1/
ba

-1
98

9-
02

21
.c

h0
03



136 MICROELECTRONICS PROCESSING: CHEMICAL ENGINEERING ASPECTS 

Γ, - ^ (29) 

In equations 2 7 - 2 9 , F y is the partial d istr ibut ion coefficient of component 
i j , Γ y is the ratio of activity coefficients, 6y is the reduced standard-state 
chemical potential difference, μ ° ρ is the standard-state chemical potential 
of component i i n phase p, and yf and 7 y p are the activity coefficients of 
components i and i j , respectively, i n phase p. T h e work ing equations (equa
tions 23-26) descr ibing phase equi l ibr ia , along w i t h the equation def ining 
a mole fraction, are imp l i c i t l y complex relations for Γ, F , x, y, x A C , x A , x c , 
and x D but involve only two thermodynamic quantities, By and Ty. Equat ions 
2 3 - 2 5 are imp l i c i t i n composit ion only through the Γ y t e rm, w h i c h is itself 
only a weak function of composit ion. 

T h e thermodynamic quantity By is a reduced standard-state chemical 
potential difference and is a function only of T, F , and the choice of standard 
state. T h e pr inc ipa l temperature dependence of the l iquidus and solidus 
surfaces is contained i n Qiy T h e term Γ y is the ratio of the deviation from 
ideal-solution behavior i n the l i q u i d phase to that i n the sol id phase. This 
term is consistent w i t h the not ion that only the difference between the values 
of the G i b b s energy for the sol id and l i q u i d phases determines w h i c h e q u i 
l i b r i u m phases are present. Expressions for the l imits of the quaternary 
phase diagram are easily obtained (e.g., for a ternary A J B i _ x C system, y = 
1 and xD = 0; for a pseudobinary section, y = 1, χΌ = 0, and xc = 1/2; 
and for a b inary A C system, χ = y = x A C = 1 and x B = χΌ = 0). 

Th is system of equations (equations 23-26) involves the three so l id -
phase-composition variables x, y, and x A C . T h e other three solid-solution 
mole fractions are related to x, y, and x A C by the fol lowing relations: 

*AD = * - *AC ( 3 ° ) 

%c = y ~ *AC ( 3 1 ) 

*BD = (1 - * - y) + *AC (32) 

This formulation impl ies that the alloy is a pseudoquaternary system c om
posed of the four compounds, A C , , A D , B C , and B D . F o r a property that 
is a function of composit ion, three composit ion variables must be specified 
to unique ly determine that property. F o r example, Sonomura et a l . (104) 
have po inted out that the lattice parameter of an A ^ B ^ C ^ D ^ alloy is not 
single valued for specified values of χ and y. Variat ion i n the actual crystal 
structure (i.e., d istr ibut ion of bonding) is permit ted for a g iven overal l alloy 
composit ion. S imi lar ly , the G i b b s energy of the alloy can take on different 
values for different bonding distributions i n an alloy of the same bulk c om
posit ion, A j B ^ C ^ D ^ . 
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3. ANDERSON Liquid-Phase Epitaxy 137 

Reduced Standard-State Chemical Potential Difference. T h e 
choice of reference state is ent irely arbitrary and normal ly dictated by the 
available experimental data base. T h e standard state usually selected to 
describe the phase diagrams of compound semiconductors is the pure com
ponent of the same phase at the temperature and pressure of interest. T h e 
pressure dependence of the θ ϋ t e rm is negl igible for al l pressures of practical 

Method I. W i t h the reference state chosen to be the pure component 
at the temperature of interest, ΘΜ is s imply the molar G i b b s energy of the 
sol id compound ij minus the molar G i b b s energy of each pure l i q u i d e lement 
i and j , a l l reduced by RT. Th is difference can be determined from a variety 
of thermodynamic sequences for w h i c h thermodynamic information is avai l 
able. O n e such sequence, w h i c h was first suggested by Wagner (105) and 
later appl ied to group I I I - V binary systems by V ie land (106), is shown i n 
F i g u r e 16a. T h e sol id compound ij at the temperature of interest, T, is first 
raised to the me l t ing temperature, T m

i j , and then melted . T h e stoichiometric 
l i q u i d is then subcooled to Τ and finally separated into the pure l i q u i d 
elements. This sequence (termed method I) results i n the fo l lowing relat ion: 

In equation 33, the superscript I refers to the use of method I, ûi s l(T) is the 
activity of component i i n the stoichiometric l i q u i d (si) at the temperature 
of interest, A H m

i j is the molar enthalpy of fusion of the compound i j , and 
àCp[ij] is the difference between the molar heat capacities of the stoichio
metr ic l i q u i d and the compound i j . This representation requires values of 
the G i b b s energy of mix ing and heat capacity for the stoichiometric l i q u i d 
mixture as a function of temperature i n a range for w h i c h the mixture is not 
stable and thus generally not observable. W h e n equation 33 is c ombined 
w i t h equations 23 and 24 in the l imi t of the A C binary system, it is t e rmed 
the fusion equation for the l iquidus (107-111). 

In apply ing equation 33, C p
s l (the constant-pressure molar heat capacity 

of the stoichiometric l iquid) is usually extrapolated from high-temperature 
measurements or assumed to be equal to C p

i j of the compound, whereas the 
activity product , afXtyafXT), is estimated b y interjection of a solution mode l 
w i t h the parameters estimated from phase-equi l ibr ium data invo lv ing the 
l i q u i d phase (e.g., s o l i d - l i q u i d or v a p o r - l i q u i d e q u i l i b r i u m systems). To 
relate equation 33 to an available data base, the activity product is expressed 

interest. 

β,1 = In ksl(TK'(r)] - _ R 

(33) 
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138 MICROELECTRONICS PROCESSING; CHEMICAL ENGINEERING ASPECTS 

Sequence 

Melt Τ !* 

Solid ij Stoichiometric 
Liquid 

Τ 
Liquid 

Elements 

(a) 

Melt , 

S o l i d ! 
j 

ι Separate _ Liquid • 

Solid l| 

Tm ' or T j 

i χ 
Elements 

Melt , Separate 

Liquid 
Elements 

Τ Ί •m 

Solid ij Stoichiometric 
Liquid 

(c) 

Τ 
Liquid 

Elements 

Figure 16. Three thermodynamic sequences for calculating the reduced stan
dard-state chemical potential difference: (a) method I, (b) method II, and (c) 

method III. 

i n terms of the measurable activity product at some temperature, T* , greater 
than or equal to Τ J and corrected to the temperature of interest w i t h the 
relatively temperature- insensit ive enthalpy of mix ing of the stoichiometric 
l i q u i d , A H m i x

s l . E q u a t i o n 33 then becomes 

T * A H m i x
s l _ àHj 

R 

( L „ ± ) + ± r ^ ^ M ^ ( 34) 
\T TJJ RTJT ) t Τ 
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3. ANDERSON Liquid-Fhase Epitaxy 139 

T h e data base for method I consists of the measurable quantities α ^ Γ * ) , 
af(T*), àHj, TJ, and A C p [ i j ] and the extrapolated quantities à H m i x

s l and 
C p

s l . E q u a t i o n 34 contains l iqu id -mixture information. 

Method II. A second thermodynamic sequence that is useful for the 
calculation of θ y (Figure 16b) consists of per forming the reverse direct -
formation reaction at the temperature of interest. I f the elements are stable 
l iquids at this temperature, the G i b b s energy of formation, âG f ° [ i j , Τ ] , is 
proport ional to ΘΜ. H o w e v e r , i f one or both of the elements are solids at 
these conditions, the fo l lowing sequence, w h i c h is s imilar to that appl ied to 
the compound i n method I, is performed: The sol id element is raised from 
Γ to the e lement me l t ing temperature, Tm

{ or T m
j ; the e lement is mel ted ; 

and finally, the e lement is subcooled to the or iginal temperature of interest. 
The result ing expression for θ y by method II (By11) is 

„ = A C y f f i , Γ ) _ y K n A H m " 

i n w h i c h K n = 0 i f component η is a l i q u i d at Τ and Kn = 1 i f component 
η is a sol id at Γ, &Hm

n is the enthalpy of fusion of component n , and A C p [ n ] 
is the difference between the heat capacities of the pure l i q u i d and the sol id 
element n . I f the pure element η is a vapor at Γ, then the Δ Η m

n and A C p [ n ] 
terms indicate the v a p o r - l i q u i d transit ion. F o r many compounds, a range 
of temperatures exists for w h i c h Kn = 0 for both elements (e.g., G a S b and 
AlSb) , and therefore 6 y n is d irect ly measurable. Substitution of equation 35 
i n equations 23 and 24 results i n the formation expression for the b inary 
l iquidus (107, 110-114). 

T h e data requ i red for method II are the measurable quantities AG f°[ij] 
and, i f Kn is not 0, AHm

n, T m
n , and C p

s [ n ] and an extrapolated quantity 
C p [ n ] . To make use of available data, the standard G i b b s energy of formation 
can be expressed i n terms of the standard enthalpy and entropy of formation. 
The advantage of this formulation is that thermodynamic information for 
unstable or metastable systems is requ ired only for the elements (i. e., C p [n] ) , 
for w h i c h a better estimate can usually be made. This data base contains no 
explicit l iquid-so lut ion properties. 

Method III. A t h i r d sequence (Figure 16c) is different from method I 
i n that the pure l i q u i d elements are separated from the stoichiometric m i x 
ture at the mel t ing temperature and not at the temperature of interest. T h e 
pure l i q u i d elements are then cooled back to the original temperature and, 
possibly, become unstable or metastable. T h e expression for by method 
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140 MICROELECTRONICS PROCESSING: CHEMICAL ENGINEERING ASPECTS 

III (Oy111) is 

Τ i j ASf°rii Γ i j l 
rp * « L«*i \ A m /**3 χ·*· m / J 

x - 1 + 1 P 

Τ ϊϊ£ Ι Τ ^ ' < 3 β » 

i n w h i c h AS f°[ij, T m
i j ] is the standard entropy of formation of the compound 

ij from the pure l i q u i d elements, and àCp is the difference between the heat 
capacities of the pure l iquids and the sol id compound: 

ACP = CM + C ; [ j ] - C / [ i j ] (37) 

I f the elements are l i q u i d i n the standard state specified by the formation 
reaction, the N e u m a n n - K o p p rule (115) suggests that ACp = 0. F o r the 
standard formation reaction i n w h i c h Kn = 0 at the compound mel t ing 
temperature, the standard entropy of formation can be obtained from the 
temperature derivative of AG f°[ij] or, often more accurately, from a c om
bination of values of AG f °[i j , Τ J] and AH f°[ij, Τ J]. W h e n K n = 1 at Τ J, 
the value of the natural standard entropy of formation, A'S f °[i j , T m

i J ] , must 
be corrected as follows: 

^ / Δ Η " fTme A C J n ] \ 

n = i or j \ i m J r m
n 1 / 

Equat i on 38 shows that AS f°[ij, T m
i j ] is independent of temperature and 

requires extrapolation of Cp[n ] only over the l i m i t e d temperature range 
from T m

n to T m
i j , and the extrapolated C p

] [n ] contr ibut ion w o u l d be partial ly 
cancel led by the last t erm i n equation 36 for T m

n < Τ J. The data base for 
the application of equation 37 is the measurable activity product at the 
mel t ing temperature, T m

i j , AS f°[ij, T m
i j ] (as discussed earlier), C p

s [ i j ] , C p
! [ i 

or j ] , Cp
s[i or j ] , and A H m

i o r j . T h e advantages of method III are the explicit 
statement of the pr inc ipa l temperature dependence and the extrapolation 
of, at most, only the heat capacity of the l i q u i d element. 

Method IV. A final process by w h i c h θ y can be direct ly de termined 
from experimental results is through application of equations 23 and 24. In 
the simplest form of the b inary l i m i t , the result is 

V = In HP, xfiaftK *')] 

= In k ( T * , χ,»)α,(Τ*, χ/)] 

fr ' AH(i, *,') + A f f ( j , *,') 9 ) 

r R T 2 { 

Γ' 
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3. ANDERSON Liquid-Phase Epitaxy 141 

in w h i c h a^T*, x^a^T*, x?) is the activity product at_some measurement 
temperature, Γ*, and l iquidus composit ion, x{\ and ΔΗ(ί, ac/) is the relative 
partial molar enthalpy for component i at the l iquidus composit ion. The data 
base requ i red for this final procedure is the measurable phase diagram and 
the activity product at the l iquidus temperature and composit ion (or an 
isothermal activity product and the l iquid-phase enthalpy of mixing). This 
procedure requires b inary-mixture information and w i l l produce two values 
of Gy at each l iquidus temperature, one from each side of the phase diagram 
of the compound. B o t h values of θ y should be identical , g iven a consistent 
set of data. I n the less l ike ly event that mult icomponent data are available, 
equations 2 3 - 2 6 can be solved for θ ϋ s imultaneously, w i t h the solution re 
q u i r i n g the activity and relative partial molar enthalpy of each component 
in the l i q u i d and solid solutions. 

Estimation of θ ΰ . From Experimental Data. I f the fo l lowing forms 
for the temperature dependence of the heat capacity and the enthalpy of 
mix ing , respectively, are assumed 

C„ = dx + d2T + ^ (40) 

A f W 1 = A + BT (41) 

in w h i c h dly d2, d 3 , A , and Β are empir i ca l constants, then the expression 
for By on the basis of methods I—III has the fol lowing functionality 

Θ, = Co + C{T + y 2 + p + C 4 In Γ (42) 

in w h i c h C 0 , Cl9 C 2 , C 3 , and C 4 are constants. The dominant terms i n this 
expression are the first and t h i r d terms, w i t h the remaining terms reflecting 
the magnitude of the various ACps. L i s t e d i n Table I are values of the 
constants C 0 - C 4 suggested by analysis of the available data for several binary 
systems. 

The four procedures are thermodynamical ly equivalent and are therefore 
useful in per forming consistency tests on available sets of data. As an ex-

Table I. Suggested Values of Constants for the Calculation of θ ΰ 

Constant AlSb GaSb InSb CdTe HgTe 

Co -5.481 5.37 -5.724 -6.334 -12.34 
c, -0.513 x ΙΟ 3 0 -0.706 x ΙΟ 3 -1.142 Χ ΙΟ 3 -1.510 χ ΙΟ 3 

c 2 -9177 -7950 -5902 -14,930 -5534 
c 3 0 0 0 44,290 0 
c 4 1.522 0.1 1.656 1.787 2.436 
NOTE: These values are intended to be used in conjunction with equation 42. 
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142 MICROELECTRONICS PROCESSING: CHEMICAL ENGINEERING ASPECTS 

ample, the consistency of In (116) and G a (117) activity measurements w i t h 
the reported phase diagram and the enthalpy of mix ing i n l i q u i d solution 
w i t h Sb (method IV) were compared w i t h the available data sets requ i red 
by methods I and II . In particular, the comparison showed that method II 
is more sensitive than method I , because the partial molar solution properties 
are requ ired relative to the pure components rather than to the stoichio
metr ic l i q u i d . 

A s another example, methods I - I V were appl ied to the I n - S b system 
by us ing only exper imental values of the requ i red experimental properties. 
F i g u r e 17a shows the recommended value of e I n S b as a function of 1/Γ. Also 
shown i n this figure are the upper and lower experimental l imits on θ Ι η 5 ^ . 
F i g u r e 17b shows experimental values for 0 I n S b w i t h method II . T h e upper 
and lower experimental l imits on e I n S b w i t h method III are shown i n F i g u r e 
17c, along w i t h the recommended value for 6 i n S b . T h e data base used i n 
calculating these l imits were taken from the l iterature (116, 118-120 for 
flinsb1 [upper bound] ; 121-126 for θ ^ 1 [lower bound] ; 116, 120, 127, 128 
for ^insb" 1 [upper bound] ; 124, 125, 129-131 for % l n S h

m [ lower bound] ; and 
132-134 for the elements). 

T h e experimental bounds for θ ^ 1 shown i n F i g u r e 17a are narrow at 
elevated temperatures, but a wide range exists at lower temperature. This 
situation is not unexpected, because the last two terms i n equation 33 are 
0 at Tm

lnSh, a fact indicat ing a consistent set of activity data. As temperature 
is decreased be low T m

I n S b , the experimental ly inaccessible properties of the 
stoichiometric l i q u i d increase i n importance and are sensitive to the extrap
olation procedure. Such a wide range i n can produce significant differences 
i n the calculated phase diagram, because appears as the argument of an 
exponential i n equation 27. T h e upper and lower l imits for method III are 
narrower than those for method I and reflect the explic it temperature de
pendence found i n equation 34 and the smaller uncertainty i n the requ i red 
difference i n heat capacity. 

M e t h o d II for calculating θ y is part icularly useful i n the temperature 
range accessible w i t h galvanic cells (for the measurement of AG f°) or calo-
rimetry (for the measurement of ΔΗ Γ°). T h e values of e l n S b

n shown i n F i g u r e 
17b were obtained by us ing direct high-temperature electromotive force 
determinations of AG f °[InSb, Γ] (129, 135, 136). A lso shown i n this figure 
are low-temperature values of 6 I n S b

n calculated from calorimetric de te rmi 
nations of A/ / f ° [InSb] (123,137,138) and the absolute entropy of the elements 
(132) and InSb (139). Room-temperature calorimetric measurements permit 
the low-temperature value of to be p i n n e d down. F i n a l l y , the change i n 
the reduced standard-state chemical potential was calculated by method I V 
from the reported phase diagram (140) and enthalpy of mix ing (118) at the 
compositions for the available activity measurements (116, 125, 141). T h e 
results are summarized i n Table II and are consistent w i t h the recommended 
value of e I n S b . 
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3. ANDERSON Liquid-Phase Epitaxy 

T(K) 

Tm700 600 500 400 300 

14.0 18.0 22.0 26.0 30.0 34.0 38.0 

1 0 4 / T ( K ) 

Figure 17. Experimental values of 0jnS& versus reciprocal temperature, (a) %j„sbl: 
—, upper and lower limits; and —, recommended value. Continued on next 

page. 

From a Solution Model. Calculat ion of the difference i n reduced stan
dard-state chemical potentials by methods I or III i n the absence of exper
imental thermodynamic properties for the l i q u i d phase necessitates the 
imposit ion of a solution mode l to represent the activity coefficients of the 
stoichiometric l i q u i d . M e t h o d I is equivalent to the equation of V i e l a n d (106) 
and has been used almost exclusively i n the l iterature. The pr inc ipa l differ
ence between methods I and III is i n the evaluation of the activity coefficients 
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144 MICROELECTRONICS PROCESSING: CHEMICAL ENGINEERING ASPECTS 

T O O 

Tm700 600 500 

14.0 18.0 22.0 26.0 30.0 34.0 38.0 

IO7T(K) 
Figure 17. (b) QInSbu: A G / reference values were obtained from references 129 
(—), 136 (—), and 135 (••·)> and Δ Η / reference values were obtained from 

references 123 (Δ and O) , 137 (Θ), and 138 (•). 

of the stoichiometric l i q u i d . W i t h method I , the activity coefficients must 
be calculated at each l iquidus temperature T\ whereas w i t h method I I I , 
only the activity coefficients at the mel t ing point of the compound are re 
quired . 

T h e most commonly used solution mode l to represent the l iquid-phase 
behavior is the s imple-solution model . F i g u r e 18 shows a comparison be
tween the recommended value of 6 A j s b and the value calculated from the 
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3. ANDERSON Liquid-Phase Epitaxy 

T(K) 

T m 7 0 0 600 500 400 300 

14.0 18.0 22.0 26.0 30.0 34.0 38.0 

1 0 4 / T ( K ) 

Figure 17. (c) Qi»sbm: — , upper and lower limits; and —, recommended value. 

parameters of the s imple-solution mode l (142-145). These parameters were 
estimated from a fit to the l iquidus measurements. I n al l eases, a reasonable 
fit of the l iquidus data was reported, but the calculated values of QA]sh show 
significant variation (Figure 18). Obv ious ly variations i n the l iquid-so lut ion 
activities must exist to y i e l d a reasonable fit to the phase diagram, and these 
variations become more pronounced as temperature is decreased. Thus , an 
accurate descript ion of the l iquid-so lut ion behavior is difficult to obtain by 
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146 MICROELECTRONICS PROCESSING: CHEMICAL ENGINEERING ASPECTS 

Table Π. Values of θ** 1* 
τ (Κ) A ,*v Reference 

0.3 774.3 - 3 . 4 1 125 
0.4 788.6 - 3 . 1 2 125 

0.5 798.2 - 3 . 0 1 125 

0.6 787.6 - 3 . 1 4 125 
0.7 756.9 - 3 . 5 6 125 
0.8 699.3 - 4 . 4 2 125 
0.9 607.2 - 6 . 2 4 125 
0.3 774.3 - 2 . 8 7 141 
0.4 788.6 - 2 . 6 9 141 

0.5 798.2 - 2 . 5 5 141 
0.6 787.6 - 2 . 6 6 141 
0.7 756.9 - 3 . 0 4 141 

0.8 699.3 - 3 . 8 7 141 

0.9 607.2 - 5 . 6 1 141 

0.398 788.3 - 2 . 9 0 116 
0.500 798.2 - 2 . 6 0 116 
0.600 787.6 - 2 . 7 5 116 
0.656 772.1 - 2 . 7 8 116 
0.703 755.8 - 3 . 1 6 116 
0.787 707.8 - 3 . 9 6 116 
0.890 616.7 - 5 . 8 1 116 

using method I combined w i t h phase diagram data to estimate l i qu id - so lu 
t ion-model parameters. 

To test the effect o f us ing a solution mode l i n the calculation o f ΘΜ the 
simple-solut ion mode l was used i n conjunction w i t h either method I or 
method III to fit sets of data consisting of the l iquidus temperature alone 
(146), l iquidus temperature and enthalpy of mix ing (147), l iquidus temper 
ature and activity (147), and a l l three types of data combined . W i t h the 
parameters de termined from the fit, values of θ y as a function of temperature 
were calculated and compared w i t h the recommended value. 

F i g u r e 19 shows the results obtained w i t h method I for the A l - S b 
system. Examinat ion of the results for the fit of the l iquidus temperature 
alone (the usual procedure) indicates that both the activity product at the 
melt ing temperature and the temperature dependence of Q^sb a r e repre 
sented rather poorly. T h e results for the data base consisting of the l iquidus 
and the enthalpy of m i x i n g are significantly better than the results obtained 
w i t h the l iquidus data set alone. O n l y w h e n activity data are also inc luded 
i n the data set does the value of Qmh agree w i t h the recommended value. 

T h e results of s imilar calculations us ing the same solution data base and 
method III are shown i n F i g u r e 20. I n a l l cases, the agreement between 
the calculated value of and the recommended value is improved . A 
similar improvement by us ing method III has also been shown for the G a - S b 
system (148). F o r those systems i n w h i c h no solution measurements have 
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3. ANDERSON Liquid-Phase Epitaxy 147 

τ(κ) 
Tm 1000 700 500 400 300 

10.0 15.0 20.0 25.0 30.0 35.0 

ι ο 4 / τ (κ ) 

Figure 18. Values of QAiSbl calculated from solution model parameters esti
mated by fitting the phase diagram. Data are from references 144 ( ), 
143 (···)» 142 (— · — ) , and 145 (—). The recommended values are indi

cated by —. 

been reported (e.g., phosphides), method III is a superior procedure for 
estimating and solution mode l parameters. 

B y using the procedures just out l ined , the reduced standard-state c h e m 
ical potential can be estimated for al l compounds. This value of θ y is va l id 
for any s o l i d - l i q u i d phase e q u i l i b r i u m prob lem that contains the compound 

American Chemical Society 
library 

1155 16th St.. 
Washington, 20036 
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148 MICROELECTRONICS PROCESSING: CHEMICAL ENGINEERING ASPECTS 

Figure 19. θ W as a function of reciprocal temperature. Values were calculated 
by the simple-solution model, with parameters estimated from a fit of the 
combined data set ( · · · ), liquidus data only (---), liquidus and activity data 
( ), and liquidus and enthalpy of mixing data (— ). The recommended 

values are indicated by —. 
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3. ANDERSON Liquid-Phase Epitaxy 149 

Tm 1000 

-10.0 h 

-15.0 h 
-Q 

-20.0 h 

-25.0 h 

-30.0 h 

10.0 15.0 20.0 25.0 30.0 35.0 

ι ο 7 τ ( κ ) 

Figure 20. Values of %Aisbm versus reciprocal temperature. Values were 
calculated with simple-solution model parameters estimated by a fit to the 
combined data set (— —) and nearly coincident with the recommended 
values, liquidus data only (—), liquidus and activity data (— · —), and liq
uidus and enthalpy of mixing data ( · · · ). The recommended values are indi

cated by —. 
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150 MICROELECTRONICS PROCESSING: CHEMICAL ENGINEERING ASPECTS 

(pure or i n solution). H o w e v e r , the available data base for some systems is 
not complete (e.g., arsenides and phosphides). T h e lack o f a comprehensive 
data base is pr imar i l y a result o f difficulties i n per forming the requ i red 
experiments (e.g., the h igh vapor pressures of the arsenides and phosphides). 
Because the standard state is ent ire ly arbitrary, an inf in i te -d i lut ion standard 
state w o u l d avoid the experimental difficulties encountered w i t h high-vapor-
pressure species. Unfortunately , the inf ini te -di lut ion properties of these 
species have received l i tt le experimental attention. 

Determination of Γ ·̂. I n the formulation of the phase e q u i l i b r i u m 
prob lem presented earl ier , component chemical potentials were separated 
into three terms: (1) θ^, w h i c h expresses the. pr imary temperature depen 
dence, (2) solution mole fractions, w h i c h represent the pr imary composit ion 
dependence (ideal entropie contribution), and (3) Γ^, w h i c h accounts for 
relative mixture nonidealit ies. Because l i t t le data about the experimental 
properties o f solutions exist, Γ Μ is usually evaluated b y impos ing a m o d e l to 
describe the behavior of the l i q u i d and sol id mixtures and estimating mode l 
parameters b y semiempir i ca l methods or fitting l i m i t e d segments of the 
phase diagram. Various solution models used to describe the l i q u i d and sol id 
mixtures are discussed i n the fol lowing sections, and the behavior of is 
presented. 

Liquid-Solution Modeh. T h e simple-solution mode l has been used 
most extensively to describe the dependence of the excess integral molar 
G i b b s energy, G x s , on temperature and composit ion i n binary (142-144, 
149-155), quasi b inary (156-160), ternary (156, 160-174), and quaternary 
(175-181) compound-semiconductor phase diagram calculations. F o r a s i m 
ple mult i component system, the excess integral molar G i b b s energy o f so
lut ion is expressed by 

G M = £ Σ Σ « W i ( « ) 
* k=l j=l;j#k 

i n w h i c h the interchange energies are equal (w^ = w^, are functions of 
temperature and pressure, and are independent of composition. F o r con
densed phases, the pressure dependence o f can be neglected and u>kj is 
usually permit ted a l inear temperature dependence, a + bT (in w h i c h a 
and b are constants). A strictly regular solution (with random mix ing and 
excess entropy of mix ing [S x s ] is 0) and an athermal solution (enthalpy of 
mix ing [ΔΗ m i x] is 0) are two l i m i t i n g cases of the s imple solution. F o r strictly 
regular solutions, u ; k j = a, and deviations from ideal-solution behavior arise 
from heat effects, whereas for athermal solutions, wki = bT, and deviations 
from ideality arise from entropy rather than heat effects. 
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3. ANDERSON Liquid-Phase Epitaxy 151 

In general, the s imple-solution mode l performs quite w e l l for symmetr ic 
b inary systems (e.g., G a - S b ) . Inspection of equation 43 w i t h η = 2 shows 
that the excess integral molar G i b b s energy is a symmetrical function of 
composit ion for binary systems. F o r a highly asymmetric system (e.g., 
A l - S b ) , Anderson et al . (143) and Joul l ie and Gaut ier (144) used different 
values of the interaction parameter on either side of the compound me l t ing 
point , whereas C h e n g et a l . (182) added a concentration-dependent term to 
the interaction parameter t#k j. S imi lar ly , a composit ion-dependent wi$ has 
been used to describe the G a - I n (183), G a - A s , and G a - P systems (157). 
T h e use of two different values of wki for a binary compound i n the predict ion 
of a ternary phase diagram w i l l give a discontinuity i n the l iquidus at the 
quasi b inary composit ion. In addit ion, the use of this extra term to calculate 
a mult i component phase diagram w i l l lead to a thermodynamic inconsistency 
in expressions of ternary activity, because the G i b b s - D u h e m equation is 
not satisfied. 

A l though the simple-solution mode l provides a good analytical repre 
sentation of the b inary phase diagrams, good values for the thermodynamic 
properties of the l i q u i d solution are not obtained w h e n parameters deter
m i n e d from a fit of the binary l iquidus are used. F o r example, values of the 
enthalpy of mix ing predic ted from these l iquidus fits are always posit ive, 
whereas available experimental data show negative values. Indeed, the e n 
thalpy of mix ing is expected to be always negative because of the strong 
attractive interactions. This expectation is also expressed i n the phase d ia 
grams as a negative deviation from ideality and a tendency toward compound 
formation. 

S imi lar ly , T h u r m o n d (150) and A r t h u r (15J) found that the interaction 
coefficients obtained from a fit of the experimental l iquidus or vapor pressure 
i n the arsenide and phosphide systems d i d not produce the same temperature 
dependence. Panish et al . (142, 154) po inted out that these discrepancies 
may be due to (1) errors result ing from the assumed values for A H / j and the 
approximation A C p [ i j ] = 0 i n θ^1, (2) deviations from simple-solution be 
havior, or (3) uncertainties i n the interpretation of the vapor pressure data, 
because some of the quantities necessary i n the calculations are not accurately 
known (e.g., reference-state vapor pressures for pure l i q u i d As and P). 
Knob lo ch et al . (184, 185) and Peuschel et al . (186, 187) have obtained 
excellent agreement between calculated and experimental activities and v a 
por pressures w i t h the use of Krupkowski ' s asymmetrical formalism for ac
t iv i ty coefficients, whereas Ilegems et al . (Ill) demonstrated that satisfactory 
agreement between l iquidus and vapor pressure measurements exists w h e n 
an accurate expression for the l iquidus is used. 

I n addit ion, several other models have been used w i t h method I to 
calculate b inary or ternary phase diagrams (183, 188-201). A m o n g these 
models are the quasi chemical e q u i l i b r i u m m o d e l (188,190), truncated M a r -
gules expansions (183,191, 192), Gaussian formalism (193), orthogonal series 
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152 MICROELECTRONICS PROCESSING: CHEMICAL ENGINEERING ASPECTS 

expansions (194), Darken 's formalism (195), and various chemical theories 
(196-201). 

The most popular chemical theory postulates stoichiometric chemical 
species that interact accordingly as a regular solution (regular associated-
solution model). T h e associated-solution mode l is based usually on the fo l 
l owing assumptions: 

1. the molecule l ike stoichiometric species of unl ike atoms cal led 
"c lusters" , "associates", or "complexes" exist i n the l i q u i d 
state, 

2. the associated complexes are i n a dynamic e q u i l i b r i u m w i t h 
the nonassociated atoms that can be descr ibed by a mass action 
law, 

3. the associated complexes behave as independent particles, 

4. a l l species are statistically d is tr ibuted , and 

5. the excess thermodynamic properties consist of contributions 
from both the physical interactions and the chemical reactions. 

This mode l has been wide ly used for strongly interacting systems that exhibit 
asymmetric properties. However , the prob lem becomes complicated w h e n 
this mode l is generalized to mult icomponent systems because of the possi
b i l i ty of new species be ing formed. T h e formation of new species results i n 
a large n u m b e r of parameters invo lved i n the calculation. 

T h e case of b inary s o l i d - l i q u i d e q u i l i b r i u m permits one to focus on 
l iquid-phase nonidealities because the activity coefficient of sol id component 
i j ' lip equals unity . Aselage et a l . (148) investigated the l iquid-so lut ion 
behavior i n the wel l -characterized G a - S b and I n - S b systems. T h e availa
b i l i ty of a thermodynamical ly consistent data base (measurements of l iqu idus , 
component activity, and enthalpy of mixing) prov ided the opportunity to 
examine a variety of solution models. L i t t l e difference was found among 
seven models i n their abi l i ty to fit the combined data base, although asym
metr ic models are expected to perform better i n some systems. 

Often, a complete data base is unavailable for a particular system. In 
general , the results of attempted cross predictions (e.g., predict ion of c om
ponent activities from a fit to l iquidus data) are unsatisfactory (190). W h e n 
mode l parameters are al lowed to vary w i t h temperature, a significant cor
relation between the parameters is introduced. As an example, 87%-conf i -
dence ellipses for s imple-solution parameters determined from fits to the 
combined G a - S b data set and l iquidus alone are shown i n F i g u r e 21. The 
importance of the ellipses is i n the shape rather than the relative magnitude. 
The ell ipse result ing from the l iquidus fit i n F igure 21 is quite narrow and 
elongated. This el l ipse shape indicates a h igh degree of correlation between 
the parameters. Thus a wide range of values exists for the parameter a, and 
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3. ANDERSON Liquid-Phase Epitaxy 153 

-15 -9 - 3 3 9 15 
Percent change in a 

Figure 21. Ellipses at 87% confidence for the simple-solution parameters a and 
b determined by a fit of the Ga-Sb data base: —, combined data set; —, 
liquidus data only. (Reproduced with permission from reference 190. Copy

right 1985 Pergamon.) 

associated w i t h each value of α is a narrow range for the parameter b. These 
parameters wou ld give nearly the same descript ion of the l iquidus . As long 
as the property to be calculated requires the sum a + bT i n the m o d e l 
equation (as i n the case of isothermal activity coefficient), this correlation is 
not a major prob lem. This result helps explain the difficulty i n extracting 
reliable information on the enthalpy of mix ing from a fit to the l iqu idus ; 
solution models are imperfect in their abil ity to represent the complex so
lut ion chemistry. 

Solid-Solution Models. C o m p a r e d w i t h the l i q u i d phase, very few 
direct experimental determinations of the thermochemical properties of 
compound-semiconductor solid solutions have been reported. Rather , 
procedures for calculating phase diagrams have re l i ed on two methods for 
estimating solid-solution mode l parameters. T h e first method uses semiem-
pir i ca l relationships to describe the enthalpy of mix ing on the basis of the 
k n o w n physical properties of the b inary compounds (202, 203). This approach 
does not provide an estimate for the excess entropy of mix ing and thus 
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154 MICROELECTRONICS PROCESSING: CHEMICAL ENGINEERING ASPECTS 

neglects c luster ing that has been suggested i n some systems (204). T h e 
second method estimates solution mode l parameters from a fit to exper i 
mental values of the mult icomponent s o l i d - l i q u i d phase diagram (142). Th is 
procedure is subject to uncertainties i n the l iquid-so lut ion thermodynamic 
properties, the experimental solidus and l iquidus temperature values, and 
the appropriateness of the solution model . 

Semiempirical Modek. Attempts have been made to calculate the so l id -
and l iquid- interact ion parameters from the physical properties of the con 
stituents. Ilegems and Pearson (163), Foster (205), and Panish et a l . (142) 
have suggested that the the solid-phase interaction parameter can be de
termined approximately from the magnitude o f the mismatch between the 
lattice parameters of the two e n d compounds, although no analytical expres
sions were presented to quantify the contr ibut ion to the excess G i b b s energy. 
F o r example, the solid-interaction parameters might be zero for the 
A l ^ G a ^ - V ternary systems, because the lattice parameters of the b inary 
compounds are nearly identical . 

U s i n g the P h i l l i p s - V a n Vechten theory (206) of chemical bond ing to 
calculate the solid-interaction parameters and the molar volumes, H i l d e -
brand's so lubi l i ty parameters (207), and electronegativities (208, 209) of the 
constituent elements to calculate the l iquid- interact ion parameters, S t r ing -
fel low (203, 210) calculated the binary and ternary phase diagrams of group 
I I I - V systems. However , the agreement w i t h the experimental ly de 
termined phase boundaries was poor i n several cases. Stringfel low (203, 
211) presented a s impler , more accurate semiempir ica l mode l , cal led the 
de l ta - la t t i ce -parameter ( D L P ) mode l , w h i c h is based on the Phi l l ips theory 
(212) o f pred ic t ing the solid-interaction parameters for group I I I - V systems. 
T h e results of the calculations are i n good agreement w i t h those de termined 
by fitting the experimental phase diagram. This mode l , however, is not 
always appropriate for group I I - V I and other systems, because the D L P 
mode l neglects mismatches i n the ionicities and dehybridizat ion factors of 
the two binary compounds (212). 

Fedders and M u l l e r (213) have der ived an estimate o f the so l id- inter 
action parameter from another point of v iew, w h i c h ascribes the mix ing 
enthalpy to bond distortions associated w i t h the alloy formation and relates 
these distortions to the macroscopic elastic properties of the crystal . T h e y 
concluded that the results based on elastic-crystal parameters y i e l d a s imilar 
form for the thermodynamic properties as those estimated by D L P mode l 
based on optical-crystal parameters. 

These semiempir ica l models postulate that local strain associated w i t h 
different atomic sizes o f the elements is the major contr ibut ion to the so l id -
solution enthalpy of mix ing . A n estimate of lattice strain energy has been 
compared to fitted values of the enthalpy of mix ing for several group I I I - V 
systems (156). T h e results l e d to a calculated enthalpy of mix ing that was a 
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3. ANDEHSON Liquid-Phase Epitaxy 155 

factor of 5 too h igh . In this elastic mode l (156), the strain energy was assumed 
to be that required to increase the bond distance of one group I I I - V pair 
and decrease the bond distance of the other pair to achieve the average b o n d 
distance suggested b y the alloy lattice constant. E x t e n d e d X - r a y absorption-
fine-structure measurements of group I I I - V systems (214-216) show that a 
constant difference between bond lengths always exists at any given alloy 
composit ion. A n expression for the strain energy was der ived that was con 
sistent w i t h the regular-solution formulation, the D L P mode l , and the fitted 
values of the enthalpy of mix ing . F u r t h e r support for the D L P mode l and 
estimates developed from an assessment of the phase diagram are found i n 
recent dissolution calorimetric measurements of the enthalpy of mix ing of 
G a ^ I n ^ P (Figure 22) (202, 203, 217-219) However , some evidence indicates 
that the excess entropy of mix ing is not zero (217). 

Figure 22. Enthalpy of mixing GaP(s) and InP(s) at 1048 K. The data were 
determined by dissolution calorimetry ( ; 217) and from references 202 
( )? 203 (—), 218 ( ), and 219 (—). (Reproduced with permission from 

reference 217. Copyright 1987 Ekevier.) 
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156 MICROELECTRONICS PROCESSING: CHEMICAL ENGINEERING ASPECTS 

Parameter Estimation from Phase Diagram Assessment. T h e second 
approach used to determine solid-solution behavior is to estimate solution 
mode l parameters from a fit to the measured phase diagram. M a n y of the 
solution models used to describe the l i q u i d solution have been used to mode l 
the sol id mixture . T h e s imple-solution expression and its special cases have 
been used most extensively. 

T h e data base generally used is either the pseudobinary phase diagram 
or group I l l - r i c h portions of the ternary phase diagram. Foster and co
workers (156, 220-222) reported that six pseudobinary sections can be sat
isfactorily fitted on the assumptions that the l i q u i d phase is ideal and the 
sol id phase is athermal . Panish and Ilegems (142) obtained somewhat poorer 
fits on the assumption that both l i q u i d and sol id solutions are strictly regular. 
Brebr i ck and Panlener (159) investigated the ideal , strictly regular, athermal , 
and quasi regular models for each phase and concluded that the strictly 
regular l i q u i d w i t h the s imple sol id is the simplest formulation g iv ing sat
isfactory fits for each of seven systems examined. 

A general result o f pred ic t ing mult icomponent phase diagrams from a 
fit to b inary and pseudobinary or ternary phase diagrams is that l iqu idus 
isotherms are i n fair or good agreement w i t h experimental data and are 
insensitive to the choice of model . T h e calculated solidus isotherms, how
ever, often give fair agreement only w i t h experimental data and appear to 
be more sensitive to the values of the interaction energies. As an example, 
Gratton and W o l l e y measured solidus isotherms i n the G a - I n - S b system 
(160). A l t h o u g h the parameter set chosen by these authors, as w e l l as by 
several others (142, 161, 162, 223), showed reasonable agreement w i t h ex
per imental l iquidus isotherms, the agreement w i t h the solidus isotherms 
was poor i n each case. 

O n e of the ma in difficulties w i t h us ing the pseudobinary phase diagram 
as a data base for estimating the solid solution properties is that the phase 
diagram represents the high-temperature behavior only. F o r most appl ica
tions, the lower temperature port ion of the phase diagram is important (e.g., 
for L P E and the predict ion of misc ib i l i ty gaps i n the sol id solution). T h e 
temperature dependence of the solid-solution Gibbs excess energy is sen
sitive to the solution mode l and the method of data reduct ion used. 

As an example, C h a n g et a l . (224) s tudied the G a ^ I n ^ S b pseudobinary 
system. T h e Ga A .In ̂ .Sb l i q u i d mixture was treated either as a ternary mixture 
of G a , In , and Sb , w i t h the thermodynamic properties estimated w i t h binary 
parameters, or as a b inary mixture of G a S b and InSb , w i t h the thermody
namic properties calculated from the s imple-solution mode l by using the 
parameters estimated from a fit of the pseudobinary phase diagram. F o r 
both descriptions of the l i q u i d mixture , the s imple-solution equation was 
used to mode l the solid-solution behavior, and parameters were estimated 
from a fit of the pseudobinary phase diagram. B o t h treatments of the l i q u i d 
phase gave standard deviations i n the l iquidus and solidus temperatures 
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3. ANDERSON Liquid-Phase Epitaxy 157 

w i t h i n the experimental uncertainty. T h e variations of the G ibbs excess 
energy of the sol id solution w i t h temperature, however, were i n opposite 
directions for the two different treatments of the l i q u i d phase. Thus the low-
temperature segment of the ternary phase diagram is predic ted differently 
by each assumption. 

Experimental Values of Γ ψ A n experimental value for Γ y can be as
signed by solving the e q u i l i b r i u m equations for Tir In the case of a ternary 
e q u i l i b r i u m , the result is g iven by 

Γ 0 = ^ β Χ ρ ( θ ΰ ) (44) 

B y us ing data from experimental phase diagram to obtain values of χίρ xit 

and Xj and methods I - I V to calculate the quantity θ y, values of Γ 
Gasb were 

calculated for the A l - G a - S b and G a - I n - S b systems. Values of 1 -
I GaSb are 

shown as a function of composit ion along several isotherms i n Figures 23 
and 24. These two systems represent two extremes i n the solid-solution 
behavior, w i t h the A l ^ G a ^ S b system deviating only sl ightly from ideal be
havior and the G a J n ^ S b system showing strong positive deviations from 
Raoult's law. 

As shown i n F i g u r e 23, the value of T G a S b i n the A l - G a - S b system is 
significantly different from unity as a result of nonidealities i n the l i q u i d 
solution. T h e value of r G a S b i n this system is also nearly independent of both 
composit ion and temperature. Thus this system can be mode led as an ideal 
solution i n both phases i f the value of 6 G a S b was suitably adjusted. 

Shown i n F i g u r e 24 (160, 225) is a s imilar plot of 1 - r G a S b versus xsh 

along six isotherms for the G a - I n - S b system. T G a S b is seen to be a more 
complex function of both temperature and composit ion, although this quan 
tity appears to be independent of composit ion along several isotherms. A 
closer inspection of equation 44 reveals that the quantity exp (θ^) is constant 
along an isotherm and that the quantities x^/Xi and 1/Xj are equal to twice 
the distr ibut ion coefficients for elements i and j , respectively. Thus , not 
surpris ingly, the variation of Ty w i t h composit ion and temperature is not as 
pronounced as that of the ind iv idua l activity coefficients. This partial can
cellation of the composit ion and temperature dependence of the l i q u i d -
solution activity coefficient product by the dependence of the sol id solution 
activity coefficient is largely responsible for the abil ity of rather s imple so
lut ion models to represent phase diagrams, and makes extraction of mean
ingful estimates of the ind iv idua l mixture properties from fitted phase 
diagrams difficult. 

Binodal and Spinodal Decompositions. As the temperature of a 
sol id solution is l owered , the entropy contr ibution to the sol id G ibbs energy 
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0 . 8 

SX 
in 
ο 

! 

Figure 23. Experimental values of 1 - Tcasb as a function of xsb along several 
isotherms in the Al-Ga-Sb system. The calculation used the recommended 
value of QGaSb in Table I and the phase diagram measurements of Dedegkaev 
et al. (145) 778 Κ, Ο , 825 Κ, Δ , 873 Κ) and of Cheng and Pearson (182) 

( Ο , 773 Κ; •, 823 Κ). 

is decreased. This decrease i n G i b b s energy can permit more-ordered phases 
to be stable and be insoluble i n compound-semiconductor sol id solutions. 
A typical pseudobinary phase diagram exhib i t ing a misc ib i l i ty gap is shown 
i n F i g u r e 25. Two different two-phase regions are depicted. A t a h igh t e m 
perature, the normal l i q u i d - s o l i d (L + S) two-phase field is formed, but 
below a cr i t ical temperature, T c , a two-sol id field is formed. The solid-phase 
boundary l ine represents the misc ib i l i ty or b inodal l ine and is de termined 
by the condit ion of equal chemical potentials i n each sol id phase. F o r regular 
solid-solution behavior, this l ine is symmetr ic w i t h respect to the axis χ = 
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. 0 
Ό 

0.5 

A S b 

Figure 24. Experimental values of 1 - rGfls& as a function of xSb along several 
isotherms in the Ga-In-Sb system. The calculation used the recommended 
values ofQGasb listed in Table I and the phase diagram measurements ofAntypas 
(225) ( O , 773 K) and of Gratton and Wolley (160) (•, 653 Κ; Δ , 703 K; O , 

748 K; 873 K ; + , 923 K). 

V2 and is represented by the equation 

f_J_\ ^ ( 2 x - 1) 2T c (2x - 1 ) 

\1 - xj R Τ 

The spinodal line is determined by the state at which the second derivative 
of the Gibbs energy with respect to composition is equal to zero. For a 
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160 MICROELECTRONICS PROCESSING: CHEMICAL ENGINEERING ASPECTS 

regular solution, the spinodal l ine is de termined by 

RT 
x(l - x) = — (46) 

2w)4 

T h e solutions i n the region inside the spinodal domain are unstable, whereas 
the sol id solutions i n the region between the b inodal and spinodal l ines are 
metastable. T h e presence of a misc ib i l i ty gap l imits the potential usefulness 
of these materials i n device applications. Solutions w i t h compositions ly ing 
inside the spinodal domain cannot be grown by L P E , whereas metastable 
solid solutions have a tendency toward phase separation and, eventually , 
device degradation. 

Three types of behavior are exhibited by compound-semiconductor sys
tems (226). F i r s t , some systems do not involve a misc ib i l i ty gap (e.g., 
A ^ G a ^ A s ) . Second, a class of pseudobinary phase diagrams show a m i s c i 
b i l i ty gap w i t h T c be low the solidus (e.g., G a J n ^ A s , G a J n ^ P , and 
G a P j A s ^ . ; F i g u r e 25). T h i r d , i n immisc ib le systems, the binodal curve can 
penetrate the solidus l ine to produce a peritectic-type phase diagram (e.g., 
Αΐ νΡ Α .8^_ χ . and G a P ^ S b j . J . Several attempts have been made to predict 
b inodal and spinodal curves for compound semiconductors from semiem
pir i ca l models and analysis of the phase diagrams (227-231). B y using these 
methods, the values of Tc reported by different authors for a particular system 
show considerable scatter w h e n fitting phase diagrams to determine the 
solid-solution behavior. T h e value of Tn is sensitive to the mode l and data 
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3. ANDERSON Liquid-Phase Epitaxy 161 

base used. A n experimental determinat ion of the b inodal decomposit ion 
curves is difficult because of slow transformation kinetics i n the sol id phase. 

Summary 

Liquid -phase epitaxy is a mature process that is rece iv ing intense compe
tit ion from alternative processes such as M B E and M O C V D . A l though L P E 
is a small-scale operation, its abi l i ty to produce h igh-pur i ty , low-defect-
density films has made this process a useful deposit ion technique for many 
optoelectronic-device applications. T h e future of L P E as a viable commerc ia l 
process is uncertain and w i l l depend on the progress toward improv ing the 
film qual ity i n alternative processes. L P E is a method that is r i c h i n chemical 
engineer ing process phenomena, inc lud ing interfacial and transport phe 
nomena and phase equi l ibr ia . M a n y of the chemical processes are not ful ly 
understood, although first-order models and a vast amount of laboratory 
experience have rendered this method rel iable for the growth of a variety 
of alloys. 

A general formulation of the prob lem of s o l i d - l i q u i d phase e q u i l i b r i u m 
i n quaternary systems was presented and required the evaluation of two 
thermodynamic quantities, θ y and Ty. F o u r methods for calculating θ y f rom 
experimental data were suggested. W i t h these methods, rel iable values of 
θ y for most compound semiconductors could be determined . T h e t e rm Γ y 
involves the deviation of the l i q u i d solution from ideal behavior relative to 
that i n the solid. This term is less important than the ind iv idua l activity 
coefficients because of a partial cancellation of the composit ion and temper 
ature dependence of the ind iv idua l activity coefficients. T h e thermodynamic 
data base available for l i q u i d mixtures is far more extensive than that for 
sol id solutions. F u t u r e work a imed at measurement of sol id-mixture prop 
erties w o u l d be he lpful i n ident i fy ing misc ib i l i ty l imits and the i r relation to 
L P E as a prob lem of constrained e q u i l i b r i u m . 

Abbreviations and Symbols 

a activity 
#i s l, a / 1 activities of components i and j i n the sto ichi 

ometric l i q u i d 
A area 
c refers to a cr i t ical point w h e n used as a sub

script 
C concentration 
C e e q u i l i b r i u m concentration 
C j 1, C i S concentrations of component i i n the l i q u i d and 

sol id , respectively 
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162 MICROELECTRONICS PROCESSING: CHEMICAL ENGINEERING ASPECTS 

C ° reference concentration of component i 
C 1 concentration i n the l i q u i d 
C s or C s concentration i n the sol id 
CQ in i t ia l concentration 
C p constant-pressure molar heat capacity 
C p

r [ i ] , C p
r [ j ] , C p

r [ i j ] constant-pressure molar heat capacity of c om
ponents i , j , and iy i n phase r 

àCp difference between the molar heat capacities 
of the pure l iquids and the sol id compound 

A C p [ i j ] difference between the molar heat capacities 
of the stoichiometric l i q u i d and the c om
pound ij 

A C p [ n ] difference between the heat capacities of the 
pure l i q u i d and the sol id element η 

d film thickness 
dXy d2, d3 empir i ca l constants i n expression for molar 

heat capacity 
D p D j diffusion coefficients of components i and j , r e 

spectively 
e refers to e q u i l i b r i u m w h e n used as a subscript 
f refers to formation w h e n used as a subscript 
G molar G i b b s energy 
A G f molar G i b b s energy of formation 
âG f ° ( i j , Γ ) standard molar G ibbs energy of formation of 

compound ij at temperature Τ 
àG$ difference between the molar G i b b s energy of 

the bu lk sol id and that of the l i q u i d solution 
G x s excess integral molar G i b b s energy of solution 
H molar enthalpy 
A H m i x

s l molar enthalpy of mix ing of stoichiometric l i q 
u i d mixture 

Δ Η η ι
η molar enthalpy of fusion of pure e lement η 

ΔΗ(ί , χ/ ) , A H ( j , x i ) relative partial molar enthalpy of component i 
i n l i q u i d solution at composit ion x* 

ij refers to sol id compound ij w h e n used a su 
perscript or subscript 

i , j , k refer to mixture components w h e n used as su
perscripts or subscripts 

/ flux 
Ji evaporation rate of component i 
k f irst-order rate constant 
fci e q u i l i b r i u m distr ibut ion coefficient, C ^ / C j 1 

£eff effective d istr ibut ion coefficient 
Κ constant def ined by equation 18 
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3. ANDERSON Liquid-Phase Epitaxy 163 

constant w i t h value 0 i f e lement n is l i q u i d at 
Γ and 1 i f e lement η is sol id at Γ 

1 refers to the l i q u i d w h e n used as a superscript 
I l i q u i d height 
m refers to me l t ing w h e n used as a subscript 
m slope of l iquidus 
»»,orj slope of l iquidus for component i or j 
M molecular weight 
M , molecular weight of component i 
mix refers to a mix ing property w h e n used as a 

subscript 
η number of components i n l i q u i d phase 
Ν rate of formation of nuc le i 
0 refers to an in i t ia l or reference value w h e n used 

as a subscript 
Ρ refers to the phase w h e n used as a superscript 
ρ, partial d istr ibut ion coefficient of component ij 
r cool ing rate 
r * cr i t ical nucleus radius 
R gas constant 
s refers to sol id w h e n used as a superscript or 

subscript 
S molar entropy 
ÀS r"[ij, TJ] standard molar entropy of formation of sol id 

compound ij from the pure l i q u i d elements 
at the compound mel t ing temperature, T m

i j 

standard molar entropy of formation of sol id 
compound ij from the elements i n the ir nat
ural state at the compound mel t ing temper 
ature, TJ 

si refers to the stoichiometric l i q u i d w h e n used 
as a superscript 

t t ime 
Γ temperature 
J * measurement temperature 
r c crit ical temperature 
r 1 l iquidus temperature 
T U 
Λ m mel t ing temperature of compound ij 
HP n 
1 m mel t ing temperature of e lement η 
Δ Γ difference between saturation and actual t e m 

peratures 
t? growth velocity 
Φ ) velocity i n the y d irect ion 
V vo lume 
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164 MICROELECTRONICS PROCESSING: CHEMICAL ENGINEERING ASPECTS 

tvki, wkj interchange energy 
Xi mole fraction of component i i n l i q u i d solution 
Xy mole fraction of component ij i n sol id solution 
xs refers to an excess function w h e n used as a 

superscript 
x, y stoichiometry of sol id solution A ^ B ^ C ^ D ^ 
x distance above growth interface 
ζ proportionality constant (equation 1) 
δ deviation from stoichiometry 
7 activity coefficient 
7/, 7j ! activity coefficients of components i and j i n the 

l i q u i d 
7ys activity coefficient of component ij i n the sol id 
Ty activity coefficient ratio (defined by equation 

29) 
θ υ reduced standard-state chemical potential dif

ference (defined by equation 28) 
θΐ/> θsj11, ©ij™, θ^ ι ν reduced standard-state chemical potential dif

ferences calculated by methods I - I V 
μ chemical potential 
ΜΆ1* μ h> M-c1 chemical potentials of A , B , and C i n the l i q u i d 
μ Α

δ , μ Β
8 , μ</, μ Α Ο

δ , μ Β Ο
δ chemical potentials of A , Β, C , A C , and B C i n 

the solid 
μ y chemical potential of component ij 
μ / 5 1 , μ ^ 1 standard-state chemical potential of compo

nent i or j i n the l i q u i d 
ν kinematic viscosity 
ρ density 
cr surface G ibbs energy per unit area 
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Physical Vapor Deposition Reactors 

T. W. Fraser Russell, Bill N. Baron, Scott C. Jackson,1 and 
Richard E. Rocheleau2 

Institute of Energy Conversion and the Department of Chemical Engineering, 
University of Delaware, Newark, D E 19716 

Physical vapor deposition (PVD) is used for the deposition of semi
-conductor, insulator, and metal layers in the fabrication of a variety 
of electronic devices. Reactors for PVD are characterized by direct 
line-of-sight transport of molecular species from the gas phase to the 
desired substrate, where they react to form solid films with the desired 
properties. A reactor-and-reaction analysis of PVD quantitatively 
examines the generation of gas-phase species, spatial distribution of 
species arriving on the substrate, and surface reactions leading to 
film growth. 

T H E S E M I C O N D U C T O R , INSULATOR , or conductor layers i n microscale or 
larger scale electronic devices such as a photovoltaic ce l l are created i n a 
reactor. T h e reactor needs to be designed and operated to produce materials 
that have the desired optical and electronic properties. T h e design of reactors 
is a nontr iv ia l research and design prob lem. In this chapter, some of the 
theoretical and experimental framework for this research and for more-ef
fective designs of physical-vapor-deposition-type reactors w i l l be developed. 

A wide variety of names are used i n the electronic industry for various 
types of reactors, but two broad classifications of reactors based on the means 
by w h i c h the molecular species are de l ivered to the substrate are useful: 
direct l ine-of-sight impingement and di f iusive-convective mass transfer. T h e 
term "chemica l vapor deposi t ion" ( C V D ) has been used generally to describe 
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172 MICROELECTRONICS PROCESSING: CHEMICAL ENGINEERING ASPECTS 

the diffusive-conveetive mass transfer. T h e cr i t ical issues i n C V D are the 
fol lowing: 

• chemical reaction i n fluid phase 

• transport to substrate (momentum, mass transfer, and heat 
transfer) 

• film growth 

T h e t e rm "phys ica l vapor depos i t ion" ( P V D ) has been used for l ine-of-sight 
transport. T h e cr i t ical issues i n P V D are the fol lowing: 

• film growth 

• spatial d is tr ibut ion on substrate 

• molecular beam from source 

G r o w t h of the film is a pr imary concern for both reactor types, but the 
transport phenomena i n a C V D reactor are more difficult to analyze. K n o w l 
edge of the fluid mechanics and heat and mass transfers, often for a very 
complex geometry, is requ ired . In a line-of-sight P V D reactor, the transport 
of molecular species to the substrate can be analyzed more easily. 

A P V D - t y p e reactor can be one i n w h i c h molecules reach the surface 
d irect ly i n a molecular beam from some source or sources i n w h i c h raw 
materials are vaporized. A t the pressures commonly used (<10~ 6 Pa), the 
vaporized material encounters few intermoleeular collisions wh i l e travel ing 
to the substrate. Histor i ca l ly , h igher pressure processes, such as sputtering 
and close-spaced vapor transport, have been classified as P V D (1). These 
processes also use physical means to generate the gas-phase species. H o w 
ever, the transport phenomena that need to be modeled for such higher 
pressure processes are more similar to C V D than P V D because of the dif
fusive-conveetive nature of transfer from the gas phase to the substrate. 

P V D reactors may use a sol id , l i q u i d , or vapor raw material i n a variety 
of source configurations. T h e energy requ i red to evaporate l i q u i d or sol id 
sources can be suppl ied i n various ways. Resistive heating is common, i n 
duct ion heating of the source bottle is sometimes used, and electron beams 
are also employed . Molecular-beam-epitaxy ( M B E ) systems are P V D - t y p e 
reactors that operate at u l trahigh vacuum. V e r y l ow growth rates are used 
(~1 μπι/h) , and considerable attention is devoted to i n situ material char
acterization to obtain h igh-pur i ty epitaxial layers (2). 

A reactor-and-reaction analysis quantitatively examines the molecular 
and transport phenomena i n a reacting system. In P V D - t y p e reactors, the 
most interest ing molecular phenomena are those connected w i t h the growing 
film, although chemical reactions that govern generation of gas-phase species 
i n the source may also have to be examined. T h e analysis of a P V D - t y p e 
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4. RUSSELL et a l Physical Vapor Deposition Reactors 173 

reactor requires the quantification of the rate of effusion from the source and 
the predict ion of the spatial d is tr ibut ion of the fluxes of molecular species 
arr iv ing at the substrate. 

W h e n a molecule has reached the surface, the requ ired reaction analysis 
is the same regardless of reactor type. The molecular phenomena that must 
be considered are the fol lowing: 

• surface adsorption 

• surface diffusion 

• surface reaction 

• film or crystal growth 

The tools needed to analyze adsorption, surface diîusion, and surface re 
action to form a product are the same as those used to analyze reactions on 
catalytic surfaces, the only difference be ing that i n catalytic systems the 
product leaves the surface and desorbs into the fluid phase. I n the processing 
of electronic materials, the product is the t h i n film that is formed on the 
surface. 

I n this chapter, the rate of effusion from a source w i l l be quanti f ied first. 
T h e n , the analysis of the spatial d is tr ibut ion of species arr iv ing at the sub
strate w i l l be developed. T h e final section w i l l consider the surface reaction 
zone where the semiconductor film is formed. 

Rate of Effusion from a Source 

A typical l ine-of-sight P V D - t y p e reactor is shown i n F i g u r e 1. R a w material 
is placed i n the source bottle and heated to produce a molecular beam that 
impinges on the substrate. Power to the heater can be control led by mea
suring the temperature of the source bottle, and i t must be adjusted as the 
material is depleted. C d S or Z n S films can be made from a single-source (3) 
bottle containing C d S or ZnS powder. A ternary compound such as C u I n S e 2 

requires three source bottles: one for C u , one for In , and one for Se (3). 
G a A s films typical ly require two sources, one for G a and one for As (4). 

T h e rate of effusion can be predic ted for any source w i t h a def ined 
geometry and for any material as a function of the source bottle temperature. 
F i g u r e 2 shows a typical source bottle and a sketch showing how the in i t ia l 
charge behaves. T h e nozzle and orifice al low one to design for proper place
ment of the molecular species on the substrate independent ly of the design 
for the rate - l imit ing output. Th i s aspect w i l l be discussed quantitatively i n 
the next section. 

A n orifice w i t h pressure drop F c - P{, i n w h i c h Pc is the vapor pressure 
i n the evaporation chamber and Pj is the vapor pressure i n the intermediate 
chamber, is sometimes referred to as a rate-control l ing orifice. I n a proper ly 
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bell jar 

heater box 

radiant heater 

foil substrate 

substrate holder 

top heat shield 

heat shield 

source bottle 

tantalum heater 

current lead 
and support 

base plate 

-thermocouple 

-thickness monitor 

Figure 1. Typical PVD-type reactor. (Reproduced with permission from ref
erence 5. Copyright 1982 American Institute of Chemical Engineers.) 

designed system, the orifice area is small compared w i t h the charge area to 
ensure that F c is the e q u i l i b r i u m vapor pressure of the charge material . 

Model Equations. I f the material i n the bottle is taken as the control 
vo lume (Figure 1), application of the law of conservation of mass yields 

dpV/dt = -pgq (1) 

i n w h i c h ρ is the b u l k density of the source material charge, V is the vo lume 
of the source material charge, t is t ime , p g is the mass density of the gas 
phase, and q is the vo lumetr i c flow rate of the exit stream. 

T h e change i n density w i t h t ime can be significant for sub l iming powder 
materials that s inter d u r i n g evaporation. This dependence can be de termined 
w i t h a separate experiment and analyzed by using equation 2. 

Vdp/dt + pdV/dt = pgq (2) 
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n o z z l e c a p 

o r i f i c e p i a t e 

p a c k e d C d S p o w d e r 

g r a p h i t e b o t t l e 

p e r f o r a t e d tan tu lum 
h e a t e r 

t h e r m o w e l l 

in i t ia l c h a r g e 

c h a r g e at t > 0 

Figure 2. Typical source bottle for PVD-type reactor. (Reproduced with per-
mission from reference 5. Copyright 1982 American Institute of Chemical 

Engineers.) 

F o r the evaporation of C d S powder , dp/dt is constant at about 0.17 X 10~ 3 

g / cm 3 - s (5). Neg lec t ing the density change i n this example w o u l d introduce 
an error of only about 10% i n the calculated effusion rates. 

T h e vo lumetr i c flow rate from the source depends upon the pressure 
difference across the orifice, Pc - Pv T h e vapor pressure i n the chamber 
containing the raw material , P c , is calculated from the charge temperature. 
T h e charge temperature, Th is de termined from an energy balance that 
considers the heat transfer from the wa l l of the source to the charge and the 
loss due to the heat of vaporization of the source material . I f the heat transfer 
is by radiation, as is the case for a sol id source, and i f the charge temperature 
Tx is uni form, then the energy balance takes the fol lowing form: 

VCJTJdt = - p g A H R + F v F e o ( T 2
4 - DTMs (3) 
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176 MICROELECTRONICS PROCESSING: CHEMICAL ENGINEERING ASPECTS 

i n w h i c h Cp is the heat capacity of the source material , àHR is the latent 
heat of vaporization of the source material , F v is the v iew factor, F e is the 
effective emissivity , σ is the S te fan -Bo l t zmann constant, Tl is the temper 
ature of the charge, T2 is the temperature of the bottle w a l l , and As is the 
surface area of the source material charge. 

Usua l ly , the w a l l temperature , T 2 , can be measured and used to control 
power to the source. A more complete treatment that includes the energy 
balance for the source bottle was given by Rocheleau (6). 

Equat ions 1 and 3 are coupled through the mass flow, pgq, w h i c h de 
pends i n a compl icated manner on the charge temperature and the vapor 
pressure of the source material . T h e flow through the exit orifice can range 
from free molecular flow to viscous flow. I f the K n u d s e n n u m b e r (ratio of 
the mean free path , X m , to the orifice diameter , D) is greater than 1 (i .e. , 
XJD > 1), then the flow is free molecular. I f XJD < 0.01, the flow is 
viscous. A transit ion region exists between these l imits . 

T h e mean free path X m is related to the pressure by s imple kinet ic 
molecular theory according to equation 4 

Κ = (itRT1/2Mj/^/Pm (4) 

i n w h i c h pm is the pressure at the point o f interest (usually taken as the 
average of the pressures upstream and downstream of the restriction), R is 
the ideal gas constant, Mw is the molecular weight of the material flowing 
from the source, and μ is the gas viscosity, μ is evaluated at pm and Tx. 

F o r a compound A B that evaporates congruently according to the fo l 
l owing reaction 

(AB), ±* A g + l / n ( B n ) g (5) 

or for the evaporation of an alloy, the properties used to determine the gas-
phase properties are those of the mixture . F o r the binary dissociative evap
oration of c ompound A B , the average molecular weight is given by 

Mw = [ n M A B / ( M B / / 2 ) + ( n M A
1 / 2 ) ] 2 (6) 

i n w h i c h η is the stoichiometric coefficient. T h e e q u i l i b r i u m vapor pressure 
is g iven by 

P E = Κρη /<η + 1>[(1 + n ) n " n / ( 1 + n ) ] 

(7) 

(8) 
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4. RUSSELL et al. Physical Vapor Deposition Reactors 177 

in w h i c h Kp is the e q u i l i b r i u m constant for dissociative evaporation and P e 

is the e q u i l i b r i u m vapor pressure. Kp is a function only of temperature Τγ 

and can be found i n appropriate handbooks or the l iterature. 
Equations 1 and 3 are solved at the same t ime by using an appropriate 

numer i ca l algorithm for simultaneous first-order differential equations. C a l 
culation of the t e rm pgq may require an iteration w i t h i n the integration 
routine, depending on the n u m b e r of flow restrictions i n series and the flow 
regime that is encountered. F o r two restrictions i n series, pgq depends upon 
the pressures P c , P i 5 and P 0 . 

W h e n the area of the charge is sufficiently large relative to the area of 
the orifice (10 times or greater), the chamber pressure, P c , can be set equal 
to the e q u i l i b r i u m pressure, Pe, at Tv P0 is the pressure i n the vacuum 
chamber and is usually orders of magnitude below P c . Therefore, l i t t le error 
is made i f PQ = 0 is assumed. A n iteration for systems w i t h an orifice but 
no nozzle proceeds as follows: 

1. km is computed by using lApe for pm (equation 4). 

2. T h e K n u d s e n number , X m / D , and the aspect ratio, L /Γ , are 
obtained by using the mean free path (X m ) , orifice radius, Γ, 
and orifice length, L . LIT is fixed for a given geometry, but 
Xm/D is a function of pressure. 

3. W h e n X m / D is greater than 1, free molecular flow exists, and 
a factor, K , is used to m u l t i p l y the equation for an orifice for 
free molecular flow (Table I). Κ aids i n deal ing w i t h the tran
sitions between orifice and pipe flows (5). F o r an ideal orifice, 
Κ = 1, and for a long p ipe , Κ = π / 2 [ ( 2 / / - ÏJT/L. F o r 
intermediate situations in w h i c h LIT > 1.5 

Κ = (1 + 0 . 4 L / r ) / [ l + 0 . 9 5 L / r + 0 .15 (L /r ) 2 ] (9) 

Table I. Constitutive Flow Equations 
Flow Regime Orifice Pipe 
Free molecular 

(KID > 1) p%q = T2(TTMJ2RT)1/2 

x (Pi ~ ρύ 
P s i ? - 1 6 ^ L R T ( P l 

vi) 

τ] 
Viscous 

(KID < 0.01) pgq = TTT2C0 

X [2p g ( P l - p 2)] 1 / 2 

L ν / 

M ~ 16μΧΖΐΓ ( Ρ ι 

A J 

Pi) 

NOTE: The variables are defined in the text and at the end of the chapter. 
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178 MICROELECTRONICS PROCESSING: CHEMICAL ENGINEERING ASPECTS 

4. F o r X m / D between 1 and 0.01, a fairly common condit ion, 
the equation for free molecular orifice flow is modi f ied by 
m u l t i p l y i n g w i t h a constant C . The total pressure drop through 
the orifice is obtained by using the fo l lowing equations 

Pg<7 = C(MJ2*RTj*(Pi - P') (10a) 

or 

Pgq = ( Ρ / 1 6 μ Ι , ) ( ρ ' 2 - pi)]^\ + ψ(^. - lj j ( M J R T 1 ) 

(10b) 

i n w h i c h px is the pressure upstream of the p ipe or orifice, 
p' is the pressure o f the p ipe entrance after contraction, and 
/ is the fraction of gas molecules diffusively reflected from the 
wal l , p' is an intermediate pressure and must be obtained by 
an iteration us ing both forms of equation 10 w i t h a fixed value 
of C . 

5. F o r pure ly viscous flow, the equations i n Table I can be used 
direct ly . I f necessary an iteration us ing p' can be carr ied out. 

F o r the C d S system investigated by Rocheleau et a l . (5), the C d S charge 
was typical ly at temperatures of —1220 K . T h e vapor pressure was g iven 
by: 

P e = 1.572 X 10 1 2 exp ( - 2 . 6 3 3 x WITX) (11) 

F o r orifice areas ranging from 2 Χ 10" 2 to 26 X 10~ 2 c m 2 and orifice aspect 
ratios (LIT) between 1 and 4, the flow was almost always i n the transition 
regime (0.01 < \JD < 1.0), and equations for the short p ipe were required . 
The value of C (equation 10) was taken to be 20, but a C value between 10 
and 30 had a smal l effect on flow. A t C = 20, 5 - 2 5 % of the total pressure 
drop was attributable to the entrance region of the orifices. 

Behavior of Model Equations. Equat ions 1 and 3 can be solved 
numerica l ly i f in i t ia l charge mass and dimensions and wa l l chamber t e m 
perature, T 2 , are prov ided . T h e numerica l solution must incorporate the 
iteration schemes for pgq out l ined i n the previous section. C o m p l e t e details 
are prov ided by Rocheleau (6) and Rocheleau et a l . (5). 

T h e mode l predict ions have been compared w i t h experimental results 
for the evaporation of C d S . A typical result showing C d S mass loss from the 
bottle as a function of t ime is shown i n F i g u r e 3. F i g u r e 4 shows the CjdS 
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Figure 4. CdS effusion rate versus charge temperature. (Reproduced with 
permission from reference 5. Copyright 1982 American Institute of Chemical 

Engineers.) 
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180 MICROELECTRONICS PROCESSING: CHEMICAL ENGINEERING ASPECTS 

effusion rate, p g g , as a function of charge temperature, Tv T h e wal l t e m 
perature, Γ 2 , is shown beside each point representing the experimental data. 
The sol id curves are m o d e l predict ions result ing from equations 1 and 3. 

F igure 4 shows that the wal l temperature, T 2 , can be quite different 
from the charge temperature, Tv F o r example, for the charge temperature 
to be about 1250 K , the wa l l temperature must be about 1338 K . I f the 
charge temperature is erroneously assumed to equal the wal l temperature , 
this 88 Κ difference leads to an overpredict ion of more than 100%. A t l ow 
rates, the difference between Tl and T 2 is smaller. Some investigators gen
eral ly assume that T j and T 2 are equal , but this assumption can lead to large 
errors i n rate predic t ion . I f Γ 2 is not k n o w n or measured, an addit ional 
energy balance equation may be used. This equation has been der ived , and 
its use has been discussed by Rocheleau (6). 

W h e n the rate o f effusion from the source is known , the next step is to 
predict the spatial d is tr ibut ion of species on the substrate. 

Distribution of Species on Substrate 

T h e film thickness uni formity and film composit ion depend , i n part, on the 
molecular or atomic flux variation across a substrate. This flux variation is a 
function o f the direct ional i ty of the evaporation source (i .e. , the molecular -
beam distribution) and the orientation of the substrate relative to the source 
(7). In this section, the fundamental equations that describe the d is tr ibut ion 
of the inc ident flux w i l l be introduced , along w i t h the solution of these 
equations for the evaporation of group I I - V I compound-semiconductor m a 
terials. 

Fundamental Mass Balances. Molecu les or atoms evaporated from 
a source into a vacuum emerge w i t h wel l -def ined spatial distributions. T h e 
molecular distributions can be der ived from first pr inc iples for ideal ized 
cases, such as free molecular flow through sharp-edged orifices and tubes. 
T h e C laus ing (8) formulation for free molecular flow through tubes has been 
ver i f ied by Shen (9) and Stickney et al . (10). This wel l -def ined spatial d is 
t r ibut ion is formed by atoms or molecules flowing through a nozzle or orifice 
of the source or evaporating from a small pool into a vacuum and across a 
hemispher ica l control vo lume centered on the source (Figure 5). 

A l l evaporating material is intercepted by the hemisphere , because the 
molecular beam exists only at angles less than 90° from the center l ine . 
Therefore, the mass flow from the source must equal the flux of the molecular 
beam leaving the control vo lume across the surface of the hemisphere . U n d e r 
these conditions, the mass flow from the source is g iven by 

fir/2 
pgq = Mw ί(φ)2<ττΚ sin (φ)β<ίφ 

Jo 
(12) 
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4. RUSSELL et al. Physical Vapor Deposition Reactors 181 

Figure 5. Hemispherical control volume centered at the nozzle exit. (Repro
duced with permission from reference 7. Copyright 1985 American Institute 

of Physics.) 

i n w h i c h / (φ) is the molecular flux inc ident on the hemisphere at an angle 
φ , φ is the angle from the nozzle center l ine , and R is the radius of the 
hemisphere to the point of interest. 

To represent and compare data, the beam intensity to the center l ine 
of the d istr ibut ion can be normal ized by us ing equation 13 

F(4>) = / (φ) /Ζ(φ = 0) (13) 

i n w h i c h Ρ(φ) is a probabi l i ty d istr ibut ion function of the molecules leaving 
the nozzle. This probabi l i ty d istr ibut ion function is easily represented by 
polar plots, w h i c h are used by many investigators (8, 10, 11). 

A l l molecules flowing from the nozzle leave the control vo lume across 
the surface of the hemisphere . Consequent ly , the integrated value of the 
probabi l i ty function across the hemisphere is uni ty , as shown by equation 
14 

1 = Cfl ¥(φ) s in (φ)άφάΒ (14) 
Jo Jo 

i n w h i c h Cf is the normalizat ion constant and θ is the az imuth angle. 

Pu
bl

is
he

d 
on

 M
ay

 5
, 1

98
9 

on
 h

ttp
://

pu
bs

.a
cs

.o
rg

 | 
do

i: 
10

.1
02

1/
ba

-1
98

9-
02

21
.c

h0
04



182 MICROELECTRONICS PROCESSING: CHEMICAL ENGINEERING ASPECTS 

F o r each probabi l i ty function, Cf has a unique value that is found by 
evaluating equation 14. 

T h e substitution of equations 12 and 13 into 14 yields an expression for 
the beam intensity at any po int on the hemisphere : 

Ι(φ) = Cf9gq F(4>)/R2MW (15) 

E q u a t i o n 15 can be used only for substrates that have the ir normal to the 
surface coincident w i t h the direct ion of the molecular beam. W h e n the 
normal to the surface e lement is at an angle β to the molecular beam, the 
molecular flux at an angle φ from the center l ine and at an angle of inc idence 
β onto the surface decreases b y a factor o f cos (β) , and the inc ident molecular 
flux, r(i) , is g iven by: 

r(i) = Cf9gq F(4>) cos (&/R*Mw (16) 

T h e incident flux, r(i), can be evaluated from equation 16 i f a suitable 
constitutive equation for the probabi l i ty distr ibut ion ¥(φ) can be obtained. 
T h e mass flow rate, 9gq, can be obtained empir ica l ly or calculated by using 
the procedures out l ined i n the previous section. 

Evaluation of F(<{>) and r(i). In this section, the distr ibut ion of the 
incident flux is solved for two technologically important processes: e lectron 
beam evaporation and evaporation from a high-rate K n u d s e n ce l l . 

Electron Beam Evaporation. M o s t electron beam evaporation sources 
have a probabi l i ty d istr ibut ion that can be approximated by the cosine law: 

F(4>) = cos (φ) (17) 

F i g u r e 6 shows the molecular beam dis tr ibut ion , Ρ(φ) , for electron beam 
evaporation. T h e cosine law distr ibut ion is generally the most uni form dis 
t r ibut ion achievable from a single source. T h e beam distr ibut ion is relat ively 
flat at φ = 0 but suffers from poor ut i l izat ion o f the evaporating mater ia l , 
because a significant port ion of the molecular beam strikes at large angles, 
φ > 30°. To solve for the incident-f lux d is tr ibut ion , r(i) , the normalizat ion 
constant, Cf, as w e l l as the geometrically dependent factors, cos (β) and R, 
must be substituted into equation 16. 

The normalization constant, Cf, is determined by substituting equation 
17 into equation 14 to give: 

Cf = 1/TT (18) 
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4. RUSSELL et al. Physical Vapor Deposition Reactors 183 

C e n t e r l i n e of 
O p e n i n g 

Intensity 
Figure 6. Molecular-beam distribution for electron beam evaporation source 

obeying the cosine law. 

F o r a planar substrate that is paral le l to the source plane at height H above 
the source, cos (β) and R are def ined as follows: 

cos (β) = cos (φ) (19) 

β = H / c o s (φ) (20) 

Subst i tut ion of equations 18 -20 into equation 16 yields the incident- f lux 
d is tr ibut ion : 

r(i) = pgc? cos 4 (φ)/ΐΓΗ 2Μ,ρ (21) 

Normal izat ion of equation 21 to the incident flux at φ = 0 [i .e. , at m a x i m u m 
r(i)] gives a measure of the relative flux intensity across the substrate: 

r(i) 

r(i) 

cos 4 (φ) (22) 

φ = 0 
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184 MICROELECTRONICS PROCESSING: C H E M I C A L ENGINEERING ASPECTS 

B y us ing s imple geometric arguments, equation 22 becomes 

r(i) 
= 1/[1 + (l/Hff (23) 

r(i) 
φ=0 

i n w h i c h I is the distance on the substrate from the point of the m a x i m u m 
flux. This relative flux d is tr ibut ion can be related direct ly to the deposited 
film thickness, as long as the st icking coefficient of the material is uni form 
across the substrate 

i n w h i c h t(Î) and tmax are the film thickness at distance I and the m a x i m u m 
film thickness, respectively. 

E q u a t i o n 24 typical ly appears i n introductory texts on semiconductor 
processing (12). Desp i te the fact that the cosine law distr ibut ion is relatively 
flat, equation 24 shows that the relative incident flux or thickness uni formity 
falls off dramatically. F o r example, at II H = 0.5, t(l)/tm3iX = 0.64, even 
though cos (φ) = 0.89, that is, the inc ident flux at a planar substrate has 
fallen to 64% of its m a x i m u m value. 

A larger substrate-to-source distance, H, can be used i f a h i g h degree 
of uni formity is requ i red . H o w e v e r , increasing H strongly reduces the i n 
c ident flux, r(i) , according to equation 21. F u r t h e r m o r e , for a fixed substrate 
area, raw material ut i l izat ion decreases as H increases. Typica l ly , uni formity 
is i m p r o v e d across large-area substrates b y the mot ion of the substrate 
through the molecular beam. In this way, direct ional ity i n the beam shape 
can be averaged out. 

Co-e lec tron beam evaporation can give alloys of w ide ly vary ing c o m 
posit ion across a single substrate. Th is variation can be estimated by eva l 
uating equation 16 for each source. O n e result predic ted by this equation 
is that the composit ion variation can be m i n i m i z e d by keep ing the spacing 
between the sources smal l . 

High-Rate Sources. Sources such as those shown i n F igures 1 and 2 
are used i n many semiconductor applications and operate at sufficiently h i g h 
effusion rates to ensure transition or laminar flow through the nozzle or 
orifice. 

G i o r d m a i n e and W a n g (13) investigated molecular beams from long tube 
arrays operating i n the transition flow regime. T h e shape of the molecular 
beam, according to G i o r d m a i n e and W a n g (13) and Hanes (14), is de termined 
by the depth into the vacuum end of the nozzle at w h i c h free molecular 
flow is encountered. 

tdVt^ = 1/[1 + (l/Hff (24) 

Pu
bl

is
he

d 
on

 M
ay

 5
, 1

98
9 

on
 h

ttp
://

pu
bs

.a
cs

.o
rg

 | 
do

i: 
10

.1
02

1/
ba

-1
98

9-
02

21
.c

h0
04



4. RUSSELL et al. Physical Vapor Deposition Reactors 185 

To il lustrate this idea, the K n u d s e n n u m b e r was calculated by us ing the 
mass flow mode l descr ibed by Rocheleau et al . (5) along the length of an 
0.8-cm-diameter nozzle for z inc vapor flowing at 0.01 and 0.1 g / m i n . T h e 
results of this calculation are summarized i n F i g u r e 7. Transit ion or laminar 
flow occurs through most of the nozzle at L = 0 .4 -3 .2 c m . T h e curves b e n d 
sharply upward near the vacuum e n d of the nozzles at L < 0.4 c m as the 
mean free path increases sharply. O v e r a short length at this end , free 
molecular flow conditions are encountered. T h e probabi l i ty d istr ibut ion for 
the situation i l lustrated i n F igure 7 according to G iordmaine and W a n g (13) 
is 

F(4>) = 8 ^ * x Γ (1 - ζψ Γ « Ρ (-ν2) dy dz (25) 
Ή Jo Jo 

in w h i c h ζ is a dimensionless distance into the nozzle at a source and k is a 
dimensionless density gradient i n a nozzle. 

T h e value of the dimensionless density gradient, k, w h i c h appears i n 

0.32 

0.16 

0.08 

0.04 

0.02 

0.01 

Ί Γ τ 1 Γ Ί Γ 

J L 1 1 L J L 

0.25 

0.5 
P x 10"3 

d y n e s / c m 2 

I.O 

2.0 

4.0 

H 8 . 0 

0.0 0.4 0.8 0.2 I.6 2.0 2.4 2.8 3.2 

î L, c m t 
Exit to Entrance 
vacuum of nozzle 

Figure 7. Ratio of mean free path of molecules to diameter of nozzle along 
length of nozzle for zinc source. (Reproduced with permission from reference 

7. Copyright 1985 American Institute of Physics.) 
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186 MICROELECTRONICS PROCESSING: CHEMICAL ENGINEERING ASPECTS 

the upper b o u n d of the inner integral of equation 25, is obtained by fitting 
the fol lowing expression to experimental data (7) 

k = 
tan^)sin , / 2(<fr)cos V 2(<)>) 

(26) 

i n w h i c h A is a geometric fitting parameter. 
E q u a t i o n 25 was numerica l ly integrated for a range of values of k. F i g u r e 

8 shows the value of the integral F(<|>)/eos3/ii (φ) fonction. F o r k > 10, the 
integral asymptotically approaches uni ty , and the beam distr ibut ion ap
proaches cos 3 / 2 (φ). 

T h e parameter A is the only mater ia l - and process-dependent parameter 
needed to solve equation 25. T h e value of A depends on the physical prop 
erties of the vapor species (molecular weight and col l is ion diameter) and on 

τ—ι—ι—ρ 

ι ι 
10 15 

Figure 8. Integral value of equation 25 versus dimensionless density gradient 
k. (Reproduced with permission from reference 7. Copyright 1985 American 

Institute of Physics.) 
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4. RUSSELL et al. Physical Vapor Deposition Reactors 187 

the conditions of the evaporation (mass flow through the nozzle and vapor 
temperature). 

Values of A can be estimated by using a theoretical expression proposed 
by G iordmaine and W a n g (13) or by using an experimental ly determined 
correlation using values of the K n u d s e n n u m b e r at a fixed depth from the 
vacuum end of the nozzle. T h e procedures for the second method are de 
scr ibed by Rocheleau et a l . (5). This procedure gives the mass flow and 
pressure drops for evaporation and effusion through a series of flow-restrict
ing orifices. T h e mean free paths used i n the correlation range over two 
orders of magnitude, from 0.008 to 0.31 c m , and inc lude both viscous and 
transition flows. F i g u r e 9 shows the parameter A plotted against this K n u d s e n 
number . The data deviate from the curve w i t h a root-mean-square deviation 
equal to 8% of the A value. Points representing Z n and C d are very close 
to each other, a fact indicat ing that the correlation is material independent . 

F i g u r e 9 shows that the m a x i m u m or peak value of A is greater than 

1.7 

1.6 

1.5 

1.4 

* 1.3 
u. 
TO 1.2 
m 

I.I 

10 

0.9 

0.8 

0.7 
Q007 0.0I 0.02 0.04 0.07 0.1 0.2 0.4 

λ/D 

Figure 9. Correlation of fitting parameter A with Knudsen number at 2.54 cm 
into the nozzle. (Reproduced with permission from reference 7. Copyright 

1985 American Institute of Physics.) 
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188 MICROELECTRONICS PROCESSING: CHEMICAL ENGINEERING ASPECTS 

1.7 at a K n u d s e n n u m b e r of 0.10. T h e correlation falls off abrupt ly on both 
sides of this peak. T h e peak occurs i n the transition regime for mass flow. 
T h e flow becomes increasingly laminar to the left and free molecular to the 
right of the peak. 

T h e parameter A determines the probabi l i ty d istr ibut ion F(<|>) and, con
sequently, the normalization constant Cy, according to equation 15. This 
equation was numerica l ly integrated for a range of A values. The calculated 
values of Cf are shown as a function of the parameter A i n F i g u r e 10. 
C o m p a r e d w i t h low values of Cf, h igh values of Cy mean that the molecular 
beam is proport ional ly more intense near the nozzle center l ine . 

T h e normalizat ion constant, Cy, is not a strong function of the parameter 
A . F o r example, a 5 0 % change i n A (from 1.0 to 1.5) results i n a 17% change 
in the corresponding value of Cf (from 0.665 to 0.57). 

i 1 1 1 1 i t ι I I 1 
0.7 0.8 0.9 1.0 I.I 1.2 1.3 1.4 1.5 1.6 1.7 

—narrow Λ broad • 

Figure 10. Normalization constant Cf versus fitting parameter A . (Reproduced 
with permission from reference 7. Copyright 1985 American Institute of 

Physics.) 
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4. RUSSELL et al. Physical Vapor Deposition Reactors 189 

Probabi l i ty distributions have been measured for C d and Z n (I) and 
C d T e (15) for several nozzle dimensions and temperatures y i e ld ing effusion 
rates of 0 .01-0 .33 g / m i n . A representative d istr ibut ion is shown i n F i g u r e 
11. T h e curve drawn through the data points i n F i g u r e 11 illustrates agree
ment between the probabi l i ty d is tr ibut ion Γ(φ) , w h i c h was predic ted by 
equations 25 and 26, and the experimental data. The root-mean-square dif
ference between the experimental and predicted probabi l i ty d istr ibut ion 
values is 1 -3% of the center l ine value. This agreement is as good as empir i ca l 
fits descr ibed i n the l iterature that use two or more adjustable parameters 
(16). 

F(0) 

B e s t F i t Ά = 0 . 8 6 0 

- 2 3 . 5 ° -11.8e 

-35 

F (0 ) VS 0 
~ 0 v ( X / D ) , = 0 . 0 1 1 6 

ll.8° 23.5° 

Figure 11. Measured molecular-beam distribution from equation 25. Open 
circhs represent the measured mlues. The solid curve represents the predicted 
distribution. (Reproduced with permission from reference 7. Copyright 1985 

American Institute of Physics.) 
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190 MICROELECTRONICS PROCESSING: CHEMICAL ENGINEERING ASPECTS 

Analysis of Surface Reaction Zone 

W h e n an atom or molecule reaches the substrate surface, the formation of 
product is governed by physical and chemical processes that occur w i t h i n 
the surface reaction zone. In this section, the chemical -react ion-engineering 
framework of Jackson et a l . (17) is descr ibed through an example of the P V D 
of th in films of the compound-semiconductor Z n S . 

Accord ing to the generally accepted mechanism for growth from the 
vapor phase, a fraction o f molecules or atoms inc ident on a substrate are 
adsorbed. Those molecules or atoms that are not adsorbed are reflected back 
into the gas phase. T h e fraction reflected depends on the energy o f the 
inc ident species and on the thermal-accommodation characteristics of the 
substrate. 

T h e adsorbed species, w h i c h are considered to be adatoms, can difiuse 
to favorable low-energy sites and react, or they can be emit ted into the gas 
phase. A t sufficiently low temperatures, adatoms may have insufficient e n 
ergy to difiuse and react or to be emit ted into the gas phase. These adatoms 
w i l l be codeposited w i t h the compound film as crystal defects or as a second 
sol id phase. As a result of these compet ing processes i n the surface reaction 
zone, the growth rate and film composit ion depend on the flux and energy 
of the inc ident species and on the substrate temperature. 

Model Equations to Describe Component Balances. T h e design 
of P V D reacting systems requires a set of mode l equations descr ib ing the 
component balances for the reacting species and an overal l mass balance 
w i t h i n the control vo lume of the surface reaction zone. Const i tut ive equa
tions that describe the rate processes can then be used to obtain solutions 
to the mode l equations. Material -speci f ic parameters may be estimated or 
obtained from the l i terature, collateral experiments, or numer i ca l fits to 
experimental data. In any event, design-oriented solutions to the m o d e l 
equations can be obtained without recourse to equipment-specif ic fitting 
parameters. Thus translation of scale from laboratory apparatus to produc 
tion-scale equ ipment is possible. 

T h e control vo lume o f the surface reaction zone, w h i c h is at the surface 
of the growing film (Figure 12), l inks the physical situation w i t h the m a t h 
ematical mode l that follows. Because the control vo lume is small enough, 
the incident flux from the sources is uni form w i t h i n this vo lume. T h e net 
rate of surface diffusion into the control vo lume is assumed to be negl igible 
compared w i t h the inc ident flux. A n inc ident component enter ing the contro l 
vo lume at a rate r ( i , j) is e i ther adsorbed or reflected from the surface, where 
the rate o f reflection is r (r , j). A n adsorbed component may react at a rate 
r(rxt, j) to form a compound , be emit ted from the surface into the gas phase 
at a rate r(e, j), or be codeposited w i t h the compound i n an e lemental form 
at a rate r (d , j). 
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4. RUSSELL et al. Physical Vapor Deposition Reactors 191 

Incident 
flux 

Control 
Volume 

Emission 

Reflection 

MASS BALANCES' 
/Accumulation of component j , # cm 2 /sec 

(r(d,j)= 
+r(i,j)~ Incident rate of j , # /cm 2 / sec 
"Kr t p- Reflection rate of j , # / c m V s e c 
-r(efj)~Emission rate of j t # / c m 2 / s e c 
-r(rxt,j)~ Reaction rate of j , # /cmVsec 

Figure 12. Control volume of surface reaction zone. The component molar 
balances are defined by equations 27 and 28. 

Solutions of the mass balances w i t h appropriate constitutive rate expres
sions for r ( i , j), r (r , j ) , r(e, j), and r(rxt, j) for al l components w i t h i n the 
control vo lume y i e ld the deposit ion rate and composit ion of the film. 

T h e steady-state component molar balance for the control vo lume of the 
surface reaction zone shown i n F i g u r e 12 is given by 

1 dM(j) 
<&MJj) dt 

= r ( i , j) - r(r,j) - r(e, j ) - r(rxt, j) (27) 

i n w h i c h j represents each of the components i n the reacting system (for 
example, the group I I - V I compound-semiconductor ZnS involves three 
c o m p o n e n t s — Z n , S, and ZnS) , Φ is the surface area of the control vo lume 
of the surface reaction zone, M(j) and Mw(j) are the mass and molecular 
weight , respectively, and r is the rate. 

T h e left side of equation 27 represents the molar rate o f accumulation 
(i.e., deposition) of adsorbed component j per uni t area (Φ): 

1 dM(j) 

Φ Μ „ ϋ ) dt 
(28) 

F o r Z n S , several assumptions can be made to simpli fy the mass balance 
equation for each component: 

1. T h e basic chemical equation for the formation of Z n S is the 
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192 MICROELECTRONICS PROCESSING: CHEMICAL ENGINEERING ASPECTS 

reaction of Z n and S on the surface according to Z n -f S —» 
Z n S . 

2. N o reactions occur i n the the vapor phase. Therefore the 
inc ident flux of Z n S into the control vo lume, r ( i , ZnS) = 0. 
F u r t h e r m o r e , the rate of reflection of Z n S , r (r , ZnS) , is 0, 
because there is no inc ident beam to reflect. 

3. Evaporat ion of Z n S is negl igible at substrate temperatures 
that are of practical interest, that is , r(e, ZnS) = 0. 

4. O n l y Z n S is deposited. T h e accumulation of Z n and S i n the 
control vo lume is zero, so that r ( d , Zn) = r ( d , S) = 0. 

W i t h these assumptions, equation 27 leads to the fol lowing molar balances 
for Z n , S, and Z n S : 

r(rxt, Zn) = r ( i , Zn) - r (r , Zn) - r(e, Zn) (29) 

r(rxt, S) = r ( i , S) - r (r , S) - r(e, S) (30) 

1 dM (ZnS) = _ r M Z n S ) ( 3 1 ) 
ΦΜ,ΛΖηβ) dt 

F r o m equation 28, the deposit ion rate o f Z n S is g iven by: 

(A y 1 ^ M ( Z n S ) 
r ( d ' Z n S ) = Φ Μ ω ( Ζ η 8 ) dt ( 3 2 ) 

T h e reaction rates for Z n , S, and Z n S are related through the chemical 
equation Z n + S —» Z n S , so that 

r(rxt, Zn) = r(rxt, S) = - r ( r x t , ZnS) = r (d , ZnS) (33) 

Model Equations to Predict Deposition Rate. Appropr iate con
stitutive expressions are needed to evaluate each of the rate terms i n the 
component molar balances. T h e final mode l equations must predic t the 
deposit ion rate, r (d , ZnS) , as a function of independent control v a r i 
ab les—component inc ident fluxes, r ( i , Zn) and r ( i , S), and the substrate 
temperature. 

In a line-of-sight P V D reactor, the inc ident flux, r ( i , j), of each c o m 
ponent enter ing the control vo lume of the surface reaction zone can be 
independent ly measured or calculated by using equation 16 and the methods 
descr ibed i n the previous sections. 

The rate at w h i c h the material leaves the control vo lume is governed 
by two mechanisms: reflection and emission of the adsorbed species into the 
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4. RUSSELL et al. Physical Vapor Deposition Reactors 193 

gas phase. The incomplete adsorption of an incident component is charac
ter ized by the reflection factor δ (18-20). Accordingly , the reflection rate, 
r (r , j) is assumed to be proport ional to the inc ident rate, as shown by equation 
34 

r(r,j) = [1 - h(j)]r(i,j) (34) 

i n w h i c h h(j) is the reflection factor of inc ident component j. T h e reflection 
factor is weakly dependent on the temperatures of the substrate and the 
inc ident molecule . It also depends on the composit ion of the deposited film 
(20). B y def init ion, b(j) must be between 0 and 1. In practice, the reflection 
factor of one component of a compound film can be experimental ly deter
m i n e d by using an excess flux of the second component from an e lemental 
source (21). 

T h e rate at w h i c h the adsorbed components are emit ted from the sub
strate back into the gas phase, r(e , j), depends on the composit ion of the 
surface, (which is expressed as the surface concentration of adatom species 
j, j s ) , the b i n d i n g energy of the adatom to the substrate, and the thermal 
energy of the adatom: 

r(e, j) = Ec(j)(f) (35) 

The emission factor, EO(j), characterizes the energy of b i n d i n g to the sub
strate and the thermal energy of the adatom. T h e emission factors are c o m 
ponent specific and may depend on the structure of the adatom species. As 
w i l l be shown later, the value of the emission factor does not have to be 
evaluated, because it is l u m p e d w i t h the forward-reaction rate constant. 

I n the example of the growth of Z n S , the surface concentrations of 
adsorbed Z n and S can be obtained by substituting equations 34 and 35 into 
the respective component balances, equations 29 and 30: 

[Zn s] = [δ(Ζη) X r ( i , Zn) - r(rxt, Ζη) ] /£ , (Ζη) (36) 

[S s] = [b(S) X r ( i , S) - r(rxt, S)] /E,(S) (37) 

Equat ions 36 and 37 relate the surface concentrations, [Zn s ] and [S s ] , to the 
inc ident fluxes, r(i) , and the reaction rates, r(rxt). 

Model Equations to Predict Reaction Rate. A final constitutive 
relation is needed for the reaction rate r(rxt). I f the mechanism for the 
formation of ZnS is assumed to be a b imolecular reaction between adsorbed 
Z n and S (22), as g iven by 

Z n s + S s - > Z n S (38) 
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194 MICROELECTRONICS PROCESSING: CHEMICAL ENGINEERING ASPECTS 

i n w h i c h k{ is the rate constant of the forward reaction, then 

r(rxt, Zn) = r(rxt, S) = fcf(ZnS) X [Zn s][S s] (39) 

T h e corresponding reverse reaction (ZnS —» Z n + S) has been neglected 
because it is only important at h igh substrate temperatures, d u r i n g w h i c h 
dissociative evaporation of the deposited film is significant. 

T h e predict ive equation for the rate of deposit ion of Z n S (equation 40) 
is obtained by substituting the surface concentrations g iven by equations 36 
and 37 into the reaction rate expression, equation 39: 

r (d , ZnS) = K(ZnS)[8(Zn)r( i , Zn) - r (d , ZnS)] 

x [ô(S)r(i, S) - r (d , ZnS)] (40) 

A n apparent rate constant K(ZnS) is def ined by equation 41: 

K = * f ( Z n S ) / 4 1 ) 

EJfa)E9(S) K } 

A convenient way to i l lustrate the behavior of the m o d e l for the example 
of Z n S deposit ion is to plot the measured deposit ion rate, r (d , ZnS) , as a 
function of the incident-f lux rate of one e lement w h e n the incident- f lux rate 
of the second e lement is fixed. A n example is shown i n F i g u r e 13 for the 
deposit ion of Z n S as a function of the incident-f lux rate of sulfur at a substrate 
temperature of 200 °C. E x p e r i m e n t a l data points and curves representing 
the best-fit mode l predict ions are shown for each of four z inc incident-f lux 
rates. A nonl inear least-square procedure was used to obtain the fo l lowing 
values for the m o d e l parameters that best fit equation 40 to the exper imental 
data: δ(Ζη) = 0 .6 -0 .7 , Ô(S) = 0 .5 -0 .7 , and K(ZnS) > 1 0 1 5 c m 2 - s / Z n S . 

N e a r the or ig in of the graph, the film growth rate is proport ional to the 
sulfur inc ident rate, r ( i , S). T h e slope i n this region is approximately equal 
to the value of the sulfur reflection factor, 8(S), that was obtained from 
a nonl inear least-square fit of equation 40 to the experimental data. Thus , 
i n the sul fur - l imited regime, the deposit ion rate of Z n S is g iven by r (d , 
ZnS) ~ Ô(S) r ( i , S), i n w h i c h Ô(S) ~ 0.5. 

S imi lar ly , at a h igh sulfur inc ident flux, the deposit ion rate becomes 
independent of the sulfur flux. W h e r e the curves are horizontal i n F i g u r e 
13, the deposit ion rate is ~ 7 0 % of the zinc inc ident rate, a fraction that is 
very close to the Z n reflection factor, δ(Ζη), that was obtained from the least-
square fit. I n this Z n - l i m i t e d regime, the deposit ion rate is g iven by 
r (d , ZnS) ~ δ(Ζη) r ( i , Zn) , i n w h i c h δ(Ζη) ~ 0.7. 

T h e close agreement between the l i m i t i n g slopes de termined graphically 
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Figure 13. Dependence of zinc sulfide deposition rate on sulfur incident-flux 
rate at a substrate temperature of200 °C for four zinc incident fluxes, r(i, Zn): 

27 x I 0 1 5 , 17 x 10m, 15 x 10l\ and 10 x 10u In atoms!cm2-s. 

from the sulfur- and z inc - r i ch regimes and the numerica l ly de termined r e 
flection factors indicates that the deposit ion rate i n these regimes is l i m i t e d 
by the rate at w h i c h the component w i t h lower incident flux is adsorbed 
onto the substrate. 

T h e mode l also accounts for the transition or knee i n the curves shown 
i n F i g u r e 13. A t the knee i n the curves, the rate of deposition is control led 
by the rates at w h i c h the adsorbed z inc and sulfur react. T h e curvature of 
the knee depends on the speed of the reaction relative to the emission rate 
of the e lemental components. F o r a very fast reaction, the curvature is very 
sharp, as is the case for Z n S deposit ion at 200 °C (Figure 13). 

T h e analysis of the surface reaction zone has been appl ied to laboratory-
scale P V D of b inary and ternary group I I - V I compound semiconductors, 
such as C d S , Z n S , ( C d ^ Z n J S , C d T e , H g T e , and ( C d ^ H g j T e , and the 
ternary group I—III—VI chalcopyrite C u I n S e 2 (17). F o r example, F i g u r e 14 
shows the comparison between the predic ted and measured compositions 
of ternary ( Z n ^ C d ^ j S alloys. T h e predic ted composit ion is w i t h i n 3 atom % 
of the measured composit ion across the range of composit ion from 10 to 90 
atom %. 

T h e behavior noted for Z n S and ( C d ^ Z n j S has been reported b y others 
for group I I - V I (21) and I H - V (23) c ompound semiconductors. Because the 
analysis of the surface reaction zone is based on conservation of mass without 
regard for the mechanism of transporting reactants to the substrate, the 
framework should be applicable for the engineer ing analysis of the deposit ion 
of a broad group of compound-semiconductor electronic materials b y both 
P V D and C V D . 
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Predicted Composition 

Figure 14. Comparison of measured and predicted zinc fractions, x, in 
(Cdi-xZnx)S alloy films. 

Abbreviations and Symbols 

A geometric fitting parameter (equation 26) 
As surface area of source material charge 
C correction factor for short-pipe entrance losses (equation 10a) 
Cf normalization constant (equation 14) 
C 0 orifice coefficient (Table I) 
Cp heat capacity of source material (equation 3) 
D nozzle or orifice diameter (Table I) 
EJj) emission factor of component j (equation 35) 
/ fraction of gas molecules diffusely reflected from w a l l ( / = 0.9) 

(equation 10b) 
F v v i ew factor (equation 3) 
F e effective emissivity (equation 3) 
¥(φ) probabi l i ty density d istr ibut ion function (equation 13) 
Η H e i g h t of planar substrate above source (equation 20 and F i g u r e 

5) 
AHR latent heat of vaporization of source material (equation 3) 
Ι(φ) molecular flux inc ident on the hemisphere at an angle φ (equa

t ion 12) 
j arbitrary e lemental or compound species 
k dimensionless density gradient into a nozzle (equation 26) 
k( forward reaction rate constant (equation 39) 
Κ correction factor for nonideal orifice (equation 9) 
Kp e q u i l i b r i u m constant for dissociative evaporation (equation 7) 
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I distance on substrate from the point of max imum flux (equation 
23) 

L p ipe or orifice length (equation 9) 
M(j) mass of component j (equation 27) 
Mw molecular weight of the material flowing from the source (equa

t ion 4) 
MJj) molecular weight of component j (equations 6 and 27) 
η stoichiometric coefficient (equation 6) 
ρ ι pressure upstream of orifice or p ipe (Table I) 
ρ 2 pressure downstream of orifice or p ipe (Table I) 
p' pressure at p ipe entrance after contraction (equation 10) 
pm mean pressure (equation 4) 
P c vapor pressure i n evaporation chamber (Figure 1) 
P e e q u i l i b r i u m vapor pressure (equation 8) 
P i vapor pressure i n intermediate chamber (Figure 1) 
Ρ ο ambient pressure i n vacuum chamber (Figure 1) 
q vo lumetr ic flow rate of exit stream (equation 1) 
r(i) inc ident molecular flux at an angle φ from the center l ine , a 

distance R from the source, and an angle of inc idence β onto 
the surface (equation 21) 

r (d , j) deposition rate or rate of accumulation of component j inside 
control vo lume of surface reaction zone (equation 28) 

r(e, j) rate of emission of component j from control vo lume (equation 
27) 

r ( i , j) rate of inc ident flux of component j into control vo lume of surface 
reaction zone (equation 27) 

r(r , j ) rate of reflection of component j from control vo lume of surface 
reaction zone (equation 27) 

r(rxt, j) rate of reaction of component j w i t h i n control vo lume of surface 
reaction zone (equation 27) 

R radius of hemisphere to point of interest (F igure 5) or ideal gas 
constant 

t t ime 
T1 temperature of charge (equation 3) 
Τ2 temperature of bottle wal l (equation 3) 
V vo lume of source material charge (equation 1) 
ζ dimensionless distance into nozzle of source (equation 25) 
β angle of incidence of molecular beam relative to surface normal 

(Figure 5) 
Γ p ipe or orifice radius (equation 9 and Table I) 
δ( j) reflection factor of component j (equation 34) 
θ az imuth angle (equation 14) 
λ / D K n u d s e n n u m b e r 
X m mean free path (equation 4) 
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σ 
Φ 
Φ 
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Chemical Vapor Deposition 

Klavs F. Jensen 

Department of Chemical Engineering and Materials Science, University of 
Minnesota, Minneapolis, MN 55455 

Chemical vapor deposition (CVD) of thin solid films from gaseous 
reactants is reviewed. General process considerations such as film 
thickness, uniformity, and structure are discussed, along with chem
ical vapor deposition reactor systems. Fundamental issues related to 
nucleation, thermodynamics, gas-phase chemistry, and surface chem
istry are reviewed. Transport phenomena in low-pressure and at
mospheric-pressure chemical vapor deposition systems are described 
and compared with those in other chemically reacting systems. Fi
nally, modeling approaches to the different types of chemical vapor 
deposition reactors are outlined and illustrated with examples. 

C J H E M I C A L VAPOR D E P O S I T I O N IS A K E Y P R O C E S S i n microelectronics fab
rication for the deposit ion of th in films of metals, semiconductors, and i n 
sulators on sol id substrates. As the name indicates, chemical ly reacting gases 
are used to synthesize the th in sol id films. T h e use of gases distinguishes 
chemical vapor deposit ion ( C V D ) from physical deposit ion processes such 
as sputtering and evaporation and imparts versatil ity to the deposit ion tech 
nique . 

T h e reactions under ly ing C V D typical ly occur both i n the gas phase and 
on the surface of the substrate. T h e energy requ i red to dr ive the reactions 
is usually suppl ied thermal ly by heating the substrate or, i n a few instances, 
by heating the gas. Al ternat ive ly , photons from an ultraviolet (UV) l ight 
source or from a laser, as w e l l as energetic electrons i n plasmas, are used 
to dr ive low-temperature deposit ion processes. 

Various reaction schemes, inc lud ing pyrolysis , reduct ion, oxidation, d is -
proportionation, and hydrolysis of the reactants, have been used to produce 
a large variety of th in films relevant to microelectronics processing. Table I 

0065-2393/89/0221-0199$15.75/0 
© 1989 American Chemical Society 
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200 MICROELECTRONICS PROCESSING: C H E M I C A L ENGINEERING ASPECTS 

Table I. C V D Films for Microelectronic Application 
Application Type Examples 
Insulator Oxide S i 0 2 , A 1 2 0 3 , T i 0 2 , T a 2 0 5 , B 2 O s , P 2 O s 

Nitride S i 3 N 4 , S i . N ^ H , B N 
Oxynitride S i t O , N , ΑΙ,Ο,Ν 

Semiconductor Element Si, Ge 
Group I I - V I 

compound ZnS, ZnSe, CdTe, CdHgTe 
Group I I I - V 

compound GaAs, AlGaAs, A l G a N , InP, GalnAs, GalnAsP, compound 
InSb, GaSb 

Oxide S n 0 2 , S n 2 0 3 , ZnO 
Conductor Metal W, Mo, C r , A l 

Silicide W S i 2 , M o S i 2 , T i S i 2 

Superconductor N b 3 S n , N b N , Y B a 2 C u 3 O x 

lists examples of these films, and Table II gives examples of C V D processes. 
G e n e r a l reviews of C V D and related th in - f i lm deposit ion processes are avai l 
able i n a n u m b e r of books and survey papers (1-6). This chapter includes 
only a short overv iew of the main processes and concentrates on the f u n 
damental physicochemical phenomena under ly ing C V D . 

CVD Processes 

General Process Considerations. To be useful, a C V D process 
must produce th in films w i t h reproducible and controllable properties i n 
c lud ing pur i ty , composit ion, film thickness, adhesion, crystall ine structure, 
and surface morphology. T h e growth rates must be reasonable, and the 
deposit ion must not have significant impact on the microstructures already 
formed i n the substrate. T h e deposit ion t ime must be sufficiently short, and 
the temperature has to be low enough so that dopant solid-state diffusion 
does not smear the results of previous processing steps. 

T h e acceptable l imits on the properties of the films vary w i t h the ap
pl icat ion, but stringent demands are characteristic i n the processing of m a 
terials for electronic applications. The demands increase w i t h the l eve l of 
integration, the decrease i n device size, and the complexity of the device. 
S e m i c o n d u c t o r films for h i g h - p e r f o r m a n c e d i g i t a l dev i ces (e .g . , A l -
G a A s - G a A s ) have to be perfectly single crystall ine w i t h impuri t ies i n the 
low part -per -b i l l i on range. F i l m thickness uni formity is generally cr i t ical i n 
maintaining the same device characteristics (e.g. threshold voltages) across 
each substrate and from substrate to substrate. F u r t h e r m o r e , applications 
for heterojunction digital and optical devices require that the interface con
centration between successive layers of semiconductors changes over a few 
monolayers or is graded i n a control led manner. 

T h e product ion of films w i t h reproducible and controllable electrical , 
optical , and mechanical properties requires pure C V D reagents that do not 
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produce byproducts that incorporate into the growing film and that do not 
interact w i t h gas-handling and reactor construction materials. T h e substrate 
has to be proper ly c leaned and prepared for the deposit ion to avoid residual 
surface impur i t ies that can create defects i n the growing film. 

T h e C V D reactor must be designed and operated i n such a manner that 
changes i n film thickness, crystal structure, surface morphology, and inter 
face composit ion can be accurately control led. T h e overal l process per form
ance depends on the reactor design and process variables such as reactant 
concentrations, flow rates, energy input , pressure, and substrate conditions. 

A mode l descr ib ing the relationship between the performance and the 
process variables allows the predict ion of process results and the opt imizat ion 
of process variables for a specific application. However , the interactions 
among deposit ion chemistry , transport processes, and growth modes are 
complex and , consequently, poorly understood. Therefore, C V D process 
development has progressed through extensive one-parameter-at-a-time ex
per imentat ion and empir i ca l design rules. 

Several C V D processes have evolved to accommodate the applications 
of C V D films i n microelectronics processing. T h e various processes are t y p 
ical ly characterized i n terms of the operating pressure and temperature, as 
w e l l as the means of energy input . Table II gives examples of typical C V D 
processes and operating conditions. 

C V D Processes at Atmospheric and Reduced Pressures. 
Atmospher ic to sl ightly reduced pressures (~ 100-10 kPa) are used pr imar i l y 
to grow epitaxial (i .e. , single-crystalline) films of S i and compound semicon
ductors such as G a A s , InP, and H g C d T e . These processes generally involve 
h igh growth temperatures (>850 °C for S i and 400-800 °C for most c o m 
p o u n d semiconductors), although the reactor walls are cooled to m i n i m i z e 
impur i ty generation. 

S i C l 4 is the classical reactant for the epitaxial growth of S i , but it has 
been replaced by S i H C l 3 , S i H 2 C l 2 , and S i H 4 to decrease the deposit ion 
temperature and to m i n i m i z e solid-state difiusion out of the substrate into 
the growing film. I n general , the deposit ion temperature for epitaxial growth 
decreases w i t h the C I content of the reactant from 1150 °C for S i C l 4 to 850 
°C for S i H 4 (7, 8). G o o d single-crystall ine films are easier to prepare w i t h 
C l - conta in ing compounds than w i t h S i H 4 , because the reverse etching re 
action by H C 1 preferential ly occurs at defect sites. 

Vapor-phase epitaxy ( V P E ) is a wel l -developed technique for growing 
group I I I - V compound semiconductors, specifically G a A s and G a l n A s P , 
from the corresponding hydrides and halides of the ind iv idua l components 
(9). T h e deposit ion process essentially relies on the temperature dependence 
of the e q u i l i b r i u m distr ibut ion of the des ired film material (e.g., GaAs) and 
the gas-phase species (e.g., G a C l , A s 2 , and A s 4 ) . B y impos ing a temperature 
gradient on the reactor, the gas-phase species is formed i n a hot region and 
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5. JENSEN Chemical Vapor Deposition 203 

the e q u i l i b r i u m is shifted towards the desired sol id (e.g., GaAs) i n a sl ightly 
colder region. 

This process has been used successfully to grow G a A s and G a l n A s P . 
H o w e v e r , the h igh reactivity of A l C l and thermodynamic l imitations of A l 
halide compounds make it difficult to deposit Al - conta in ing films by V P E 
(I). This l imitat ion is a serious constraint because many devices use A l -
G a A s - G a A s structures. 

A n alternative C V D process, metallorganic C V D ( M O C V D ) , also cal led 
organometallic vapor-phase epitaxy ( O M V P E ) , has attracted considerable 
attention, because i t allows greater flexibility than V P E does i n the synthesis 
of t h i n , h igh-pur i ty , epitaxial films of compound semiconductors (10-13). 
This technique entails the transport of at least one of the film constituents 
as an organometallic compound. F o r example, A l G a A s can be deposited 
from organometall ic sources of G a and A l (e.g., G a ( C H 3 ) 3 and A l 2 ( C H 3 ) 6 , 
respectively) and A s H 3 . A l ternat ive ly , an organometallic source of As cou ld 
be used (14, 15). T h i s technique has been used to grow numerous group 
I I - V I and group I I I - V compound semiconductors, inc lud ing G a A s , A l G a A s , 
G a l n A s P , G a S b , InSb , ZnSe , and C d H g T e , for optoelectronic and h i g h 
speed electronic devices (JO, 12). 

T h e horizontal reactor (Figure la) is a classical configuration for growth 
at atmospheric or reduced pressure. This reactor is now pr imar i ly used for 
research and for the epitaxial growth of c ompound semiconductors, along 
w i t h the vertical reactor (Figure l b ) . T h e barre l reactor (Figure l c ) is the 
pr imary reactor for S i epitaxy (16, 17), and small barrels are beg inning to 
be used i n G a A s technology (18, 19). So-called "pancake" reactors also find 
use i n S i technology. 

The reactor walls are typical ly cooled, except for V P E applications, to 
m i n i m i z e particulate and i m p u r i t y problems caused by deposit ion on the 
walls. H o w e v e r , this cool ing also creates large thermal gradients that induce 
complex, buoyancy-dr iven secondary flows. In horizontal and barre l reactors, 
the susceptor is t i l ted relative to the main flow direct ion to improve film 
uni formity along the length of the susceptor. Uni f o rmi ty is further control led 
in the barre l reactor b y adjusting the inlet gas nozzle and sp inning the barre l . 
In vert ical reactors, the susceptor is often rotated to reduce film thickness 
and composit ion variations, but the rotation speed (5-40 rpm) is generally 
m u c h lower than that needed to generate an ideal rotating-disk flow 
(500-2000 rpm). 

Low-Pressure C V D Processes. L o w - p r e s s u r e C V D ( L P C V D ) 
(~101 Pa) is the main tool for the product ion of polycrystal l ine S i die lectr ic 
and passivation films used i n S i I C (integrated-circuit) manufacture (1, 20, 
21). T h e main advantage of L P C V D is the large number of wafers that can 
be coated simultaneously without detr imental effects to film uniformity . This 
capabil ity is a result of the large diffusion coefficient at low pressures, w h i c h 
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204 MICROELECTRONICS PROCESSING: CHEMICAL ENGINEERING ASPECTS 

allows the growth rate to be l i m i t e d by the rate of surface reactions rather 
than by the rate of mass transfer to the substrate. Typica l ly , reactants can 
be used w i t h no d i lu t i on , and therefore growth rates are only an order of 
magnitude less than those possible at atmospheric conditions, in w h i c h h igh 
d i lu t i on ratios are used to avoid gas-phase nucleation. 

V e r y low pressure processes (—1.3 Pa) have also been used for the growth 
of single-crystall ine S i at relatively low temperatures (22, 23). Low-pressure 
operation is also advantageous for the growth of compound-semiconductor 
superlattices b y reduc ing flow recirculations and i m p r o v i n g interface ab
ruptness (24). 

Figures l e and I f i l lustrate two typical L P C V D reactor configurations. 
These reactors operate at —50 P a , and wa l l temperatures are approximately 

Induction coil Silicon wafers 
^*c^» ooo ooo /ooo ooo 

ooo ooo ooo ooo ooo 

Horizontal CVD Reactor 
(a) 

Vertical CVD Reactor 
(b) 

j_Gas Inlel̂  

Radiant 
heaters 

-Quartz bell jar 
^Exhaust 

Barrel CVD Reactor 
(c) 

Gas injector 

Pancake CVD Reactor 

(d) 

3-zone 
temperature 
control 

inlet - Exhaust 

Gas flow 
Vertical LPCVD Reactor 

(β) 
Horizontal LPCVD Reactor 

(f) 

Figure 1. Typical CVD reactor configurations, (a) Horizontal reactor, (b) ver
tical reactor, (c) barrel reactor, (d) pancake reactor, (e) cross-flow LPCVD 

reactor, and (J) conventional multiple-wafer-in-tube LPCVD reactor. 
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5. JENSEN Chemical Vapor Deposition 205 

equal to those of the deposition surfaces. Thus , deposition also takes place 
on the walls , a situation that raises potential particulate problems. T h e hor 
izontal mult iple-wafer- in-tube L P C V D reactor (Figure le ) is the dominant 
configuration for S i I C manufacture. The vertical-f low reactor (Figure If) 
gives better uni formity and lower particulate counts than the horizontal 
geometry does but at the expense of low reactant uti l izat ion (25). 

Plasma-Enhanced C V D . Plasma-enhanced C V D ( P E C V D ) has re 
ceived considerable attention i n microelectronics processing because of its 
abil ity to grow films at relatively low temperatures and to impart special 
material properties that cannot be real ized w i t h conventional thermal proc 
esses (26-29). Plasmas used i n microelectronics processing are weakly i o n 
i zed gases composed of electrons, ions, and neutral species. T h e charged-
species concentrations range from 10 9 to 1 0 1 2 / c m 3 , and the ratio of charged 
species to neutral species ranges from 10" 6 to 10" 4 . 

These plasmas, also cal led glow discharges, are generated by apply ing 
an external electric field to the process gas at l ow pressures (0 .1-50 Pa). 
T h e result is a mixture of high-energy, "ho t " electrons (1-10 e V ; 1 0 4 - 1 0 5 

K) and " c o l d " ions and neutral species (300 K) . This h igh electron energy 
relative to the l ow temperature of neutral species makes discharges useful 
in d r i v i n g C V D reactions. 

Inelastic collisions between the high-energy electrons and neutral m o l 
ecules result i n , among other processes, electron-impact ionization and mo
l e c u l a r d i s s o c i a t i o n . E l e c t r o n - i m p a c t i o n i z a t i o n he lps to sus ta in the 
discharge, and molecular dissociation creates free radicals that contribute to 
the deposit ion processes. 

T h e created ions, electrons, and neutral fragments participate i n complex 
surface reactions that form the basis of the film growth. Posit ive- ion b o m 
bardment of surfaces i n contact w i t h the plasma plays a key role by modi fy ing 
material properties d u r i n g deposit ion. A direct -current (dc) bias potential 
may be appl ied to the excitation electrode to increase the ion energy and 
enhance the desired effects of ion bombardment (30). 

F o r radiation-sensitive substrates such as compound semiconductors, 
afterglow deposit ion systems have been developed (31). I n these processes, 
the radicals are formed i n the glow discharge and then transported out of 
the discharge region to a downstream deposit ion zone. This plasma config
uration el iminates i on bombardment and allows the selective activation of 
reactants by regulating the species that flow through or bypass the discharge. 

Add i t i ona l growth considerations, as w e l l as process mode l ing and 
plasma diagnostics under ly ing plasma-enhanced C V D are further discussed 
by Hess and Graves i n Chapter 8, w h i c h is specifically devoted to plasma 
processing. 

Photoassisted C V D . I n addit ion to thermal energy and electron-
impact reactions, photons (e.g., U V light) can also dr ive C V D reactions 
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206 MICROELECTRONICS PROCESSING: CHEMICAL ENGINEERING ASPECTS 

(32-37). This process has the advantage of low-temperature deposit ion, 
w h i c h may be needed for the growth of th in films on temperature-sensitive 
substrates such as compound semiconductors and polymers . I f a laser is used 
as the l ight source, fine l ines of materials can be wr i t ten direct ly , and pos
sibly , l i thographic steps can be avoided and damaged lines can be repaired. 

Photons can promote C V D reactions by different routes (34). O n e or 
more photons may lead to the gas-phase photolysis of a reactant and the 
formation of reactive fragments. T h e l ight can also be absorbed by adsorbed 
surface species that tend to undergo reactions leading to th in- f i lm formation. 
Al ternat ive ly , the photons can alter the electronic states of the substrate 
surface and thereby promote film reactions. F i n a l l y , the l ight can be trans
formed into heat i n the top surface layer and thermal ly dr ive the deposit ion 
process. Th is conversion to thermal energy is essentially equivalent to ther
mal C V D , but i f a laser is used, the process has the advantages of increased 
energy flux, rap id heating, and a spatially wel l -def ined deposit ion area. 
Because of the ir potential d i rec t - l ine -wr i t ing applications, photolyt ic - and 
pyrolytic-laser-assisted C V D processes are areas o f active research (30-39), 
and most reactor systems are smal l special-purpose laboratory reactors. 

Photosensitization is used for large-area photochemical ly st imulated 
C V D , because the generation of a sufficient photon flux over a large area to 
dr ive the chemistry direct ly is difficult. Usual ly , H g excited by an external 
H g lamp is used as a sensitizer. T h e energy i n the excited H g is then 
transferred to other gas-phase species that decompose and react to form a 
th in film. T h e process is used i n horizontal reactors for the deposit ion of 
SiOx and SiNyHz from S i H 4 , N 2 0 , and N H 3 (40-42) and to assist the dep 
osition of C d H g T e , i n w h i c h H g is a natural gas-phase constituent (43). 

Other C V D Processes. C V D also finds extensive use i n the pro 
duct ion of protective coatings (44,45) and i n the manufacture of optical fibers 
(46-48). Whereas the important question i n the deposit ion of protective 
coatings is analogous to that i n microelectronics (i .e. , the deposition of a 
coherent, uni form film), the fabrication of optical fibers by C V D is funda
mental ly different. This process involves gas-phase nucleation and transport 
of the aerosol particles to the fiber surface by thermophoresis (49, 50). 
H e a t i n g the deposited partic le layer consolidates it into the fiber structure. 
Of ten , a thermal plasma is used to enhance the thermophoret ic transport of 
the particles to the fiber walls (48, 51). T h e gas-phase nucleation is d e t r i 
mental to other C V D processes i n w h i c h t h i n , uni form solid films are desired. 

CVD Fundamentals 

C h e m i c a l vapor deposit ion of th in films involves gas-phase and surface r e 
actions combined w i t h transport processes. F i g u r e 2 gives a schematic r ep -
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5. JENSEN Chemical Vapor Deposition 207 

Main Gas Flow Region 

0 Gas Phase Reactions 

? 
I τRedesorption of 

Transport to Surface | F i , m Precursor 
f Surface Diffusion 

Desorption of 
Volatile Surface 
Reaction Products 

Adsorption of Film Precursor Nucleation S t e P G r o w t n 

and Island 
Growth 

Figure 2. Schematic of transport and reaction processes underlying CVD. 

resentation of the different elements of the growth process, 1 w h i c h can be 
summarized i n the fo l lowing steps: 

1. mass transport i n the bu lk gas flow region from the reactor 
inlet to the deposit ion zone, 

2. gas-phase reactions leading to the formation of f i lm precursors 
and byproducts , 

3. mass transport of f i lm precursors to the growth surface, 

4. adsorption of film precursors on the growth surface, 

5. surface diffusion of film precursors to the growth sites, 

6. incorporation of film constituents into the growing film (is
land), 

7. desorption of byproducts of the surface reactions, and 

8. mass transport of byproducts i n the bu lk gas flow region away 
from the deposit ion zone towards the reactor exit. 

S imi lar reaction sequences have been identi f ied i n other chemical ly 
reacting systems, specifically catalytic combustion (52, 53), solid-fuel c o m 
bustion (54), transport and reaction i n high-temperature incandescent lamps 
(55), and heterogeneous catalysis (56 and references within) . T h e elementary 
reactions i n hydrocarbon combustion are better understood than most 
C V D gas-phase reactions are. S imi lar ly , the surface reaction mechanisms 
under ly ing hydrocarbon catalysis are better k n o w n than C V D surface 
reactions. 

T h e deposit ion of S i by the reduct ion of S i H 4 is a convenient example 
of a C V D process that clearly displays the reaction steps just l isted. S i H 4 
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208 MICROELECTRONICS PROCESSING: CHEMICAL ENGINEERING ASPECTS 

d i lu ted i n H 2 is the starting material . As the S i H 4 is transported into the 
hot gas phase adjacent to the substrate, it pyrolyzes to form S i H 2 and H 2 

according to the fo l lowing reaction: 

S i H 4 ±5 S i H 2 + H 2 (1) 

T h e si lylene molecule , S i H 2 , is very reactive and rapidly inserts itself into 
H 2 , silane, and higher silanes w i t h almost no activation energy (57-59), as 
shown by the fo l lowing reactions: 

S i H 4 + S i H 2 ±¥ S i 2 H 6 (2) 

S i 2 H 6 + S i H 2 ±> S i 3 H 8 (3) 

T h e higher silanes may lose hydrogen by a reaction s imilar to that g iven i n 
equation 1: 

S i 2 H 6 ±5 S i 2 H 4 + H 2 (4) 

A l l the si l icon hydrides are adsorbed on the S i surface. T h e unsaturated 
species and higher silanes are adsorbed more readily than silane (60). T h e 
adsorbed si l icon species difiuse on the surface to growth sites, where the S i 
is incorporated i n the growing film and the byproduct , hydrogen, is released 
and eventually desorbs as hydrogen molecules. T h e relative rates of surface 
diffusion, nucleation, and adsorption govern the crystall ine morphology of 
the growing film. This and other fundamental issues are discussed i n sub
sequent sections, along w i t h further information on specific C V D systems, 
inc lud ing systems for Si and G a A s deposition. 

Nucleation and Growth Modes. T h e three pr imary growth modes 
for th in films are i l lustrated i n F i g u r e 3 (61). In three-dimensional is land 
growth, referred to as V o l m e r - W e b e r growth, small clusters are nucleated 
direct ly on the substrate surface. T h e clusters grow into islands of the film 
material that eventual ly coalesce to form a continuous film (Figure 3a). This 
growth mode takes place w h e n the film atoms are more strongly bound to 
each other than to the substrate. This growth mode applies to si l icon growth 
on insulators (e.g., S i on S i 0 2 , S i 3 N 4 , or A l 2 0 3 ) (8, 62-64) and is also a 
c ommon growth mode for metals on insulators. A l u m i n u m C V D is an ex
treme example of a C V D process i n w h i c h a catalyst such as T i C l 4 is needed 
to nucleate the clusters (65, 66). 

Two-dimensional layer-by- layer growth (Figure 3c), also cal led 
F r a n c k - v a n der M e r w e growth, occurs w h e n the film atoms are equally or 
less strongly bonded to each other than to the substrate. This growth mode 
applies to homoepitaxy on clean substrates (e.g., S i on Si). The presence of 
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Surface Coverage 

θ <1 ML 1ML< θ <2ML 2 M L < θ 

(a) (a) 
Υ///2//7///Λ 

(b) 

(c) 

Figure 3. Crystal growth modes: (a) three-dimensional island (Volmer-Weber) 
growth, (b) layer-plus-island (Stranski-Kastanov) growth, and (c) layer-by-

layer (Franck-υαη der Merwe) growth. 

impur i t ies , specifically carbon on the surface, gives rise to three-dimensional 
is land growth (61, 67). Of ten , sl ightly off-axis ( l ° -3° ) or iented substrates are 
used to suppress island nucleation and to promote layer growth. H e t e r o -
epitaxy of lattice-matched systems, such as A l ^ G a ^ A s on G a A s , also follow 
the layer-by- layer growth mode. 

T h e layer-plus- is land growth mode (Figure 3b), also cal led Stran-
sk i -Kras tanov growth, is a combination of the other growth modes. After 
the growth of one or a few monolayers, subsequent layer growth becomes 
unfavorable, and islands form on top of the in i t ia l layers. This transition from 
two-dimensional to three-dimensional growth is not w e l l understood, but 
for some systems, the transition may be due to an increase i n elastic energy 
that prevents the lattice constant or crystall ine structure of the film from 
be ing cont inued into the bu lk crystal. This growth mode applies to latt ice-
mismatched compound-semiconductor systems in w h i c h t h i n (<100 A) 
strained layers may be deposited and defects emerge i n thicker layers. This 
issue is important for strained-layer superlattices (68, 69). This growth mode 
occurs more frequently than was original ly expected (61). 

The growth temperature has a strong influence on the structure of the 
deposited film. A t low temperatures (and h igh growth rates), the surface 
diffusion is slow relative to the arr ival rate o f film precursors. I n this situation, 
the adsorbed precursor molecule is l ike ly to interact w i t h an i m p i n g i n g 
precursor molecule before it has a chance to diffuse away on the surface, 
and an amorphous film is formed. A t h igh temperatures (and low growth 
rates), the surface diffusion is fast relative to the incoming flux. T h e adsorbed 
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210 MICROELECTRONICS PROCESSING: CHEMICAL ENGINEERING ASPECTS 

species can then diffuse to step growth sites, and single crystall ine layers 
are formed. A t intermediate temperatures (and intermediate growth rates), 
nucleation occurs at many different points on the surface. Adsorbed species 
difiuse to the islands, w h i c h grow and coalesce to form a polycrystal l ine film. 
This s impl i f ied picture holds for s imple systems such as S i deposit ion (7, 8). 
However , the growth behavior is complex i n the presence of impuri t ies 
(intentionally or unintent ional ly added) and i n the growth of mult i component 
films. 

I n addit ion to the different applications o f amorphous, polycrystal l ine, 
and single crystal l ine films, nucleation phenomena are exploited i n the se
lective growth of semiconductors. F o r example, by appropriately balancing 
the C I amount i n the S i - H - C l system, S i may be grown on exposed S i 
surfaces w h i l e prevent ing deposition on S i 0 2 surfaces (62-64, 70). Because 
the nucleation rate on the S i 0 2 is sufficiently slow relative to the layer growth 
on the S i , the nuc le i are etched before island growth can take place. H o w 
ever, i f the C I content is h igh , nothing is deposited, and the S i layer is 
etched. O n the other hand , i f the C I content is too low, growth occurs 
nonselectively on al l surfaces. 

A s imilar selective growth process is observed for the C V D of W on 
S i - S i 0 2 substrates (66, 71, 72) and for M O C V D of G a A s on G a A s - S i 0 2 (or 
W ) substrates (73, 74). T h e G a A s growth system also uses the difference i n 
nucleation rates on the G a A s and S i 0 2 surfaces, but the retarded growth of 
nuc le i on the S i 0 2 may be caused by the thermal decomposit ion of G a A s 
rather than an etching reaction. 

In classical nucleation theory, nucleation is descr ibed i n terms of the 
G i b b s free energy change invo lved i n making the nucleus and the energy 
change necessary to increase the surface area of the cluster. T h e balance 
between these terms leads to a cr it ical c luster size (r*) beyond w h i c h the 
cluster w i l l continue to grow^The cr it ical value can be related to the surface 
tension (7), atomic vo lume (V), and supersaturation (p /p e q ) m the fol lowing 
manner (8): 

kT In (p/p e q) 

F o r most C V D reactions, the supersaturation is so h igh that calculated values 
of r * are of atomic dimensions. F o r such reactions, the classical theory is 
not appropriate, and detai led atomic treatments must be considered. B e 
cause of the interest ing fundamental questions under ly ing nucleation and 
the important applications of th in films, interest i n model ing adsorption, 
surface difiusion, and nucleation has been considerable. These efforts are 
descr ibed i n several, we l l -documented reviews (61, 75-78). 
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5. JENSEN Chemical Vapor Deposition 211 

Chemical Equilibrium. A l though C V D is a nonequ i l i b r ium process 
control led by chemica l kinetics and transport phenomena, e q u i l i b r i u m anal 
ysis is useful i n understanding the C V D process. The chemical reactions 
and phase equ i l ibr ia determine the feasibility of a particular process and the 
final state attainable. E q u i l i b r i u m computations w i t h intentional ly l i m i t e d 
reactants can provide insights into reaction mechanisms, and e q u i l i b r i u m 
analysis can be used also to estimate the defect concentrations i n the sol id 
phase and the composit ion of mult icomponent films. 

Source Considerations. M a n y C V D sources, especially sources for or
ganometallic C V D , such as G a ( C H 3 ) 3 and G a ( C 2 H 5 ) 3 , are l iquids at near 
room temperatures, and they can be introduced readily into the reactor by 
b u b b l i n g a carrier gas through the l i q u i d . I n the absence of mass-transfer 
l imitations, the part ial pressure of the reactant i n the gas stream leaving the 
bubb ler is equal to the vapor pressure of the l i q u i d source. Thus , l i q 
u i d - v a p o r e q u i l i b r i u m calculations become necessary i n estimating the inlet 
concentrations. F o r the M O C V D of compound-semiconductor alloys, the 
computations have also been used to establish l imits on the control of bubb le r 
temperature to maintain a constant inlet composit ion and, impl i c i t ly , a con
stant film composit ion (79). S imi lar gas -so l id e q u i l i b r i u m considerations 
govern the use of sol id sources such as I n ( C H 3 ) 3 . 

Gas-Phase Chemical Equilibrium. Because C V D operating tempera
tures are h igh and molar flow rates and deposit ion rates are generally low, 
near -equ i l ibr ium conditions are often approached i n various reactor regions. 
T h e e q u i l i b r i u m composit ion at constant temperature and pressure is gen
eral ly computed by one of two ways: (1) direct min imizat ion of the G i b b s 
free energy of the system subject to e lemental abundance and mole n u m b e r 
nonnegativity constraints or (2) transformation of the species mole n u m b e r 
variables into a new set of extent-of-reaction variables and then min imizat i on 
of the G i b b s free energy i n terms of these new variables. Several reviews 
are available on the computation of complex reaction equi l ibr ia by these 
techniques (80-82). 

Because of the relative ease of de termin ing the system state by e q u i 
l i b r i u m calculations relative to experiments or detai led kinetics models, 
chemical e q u i l i b r i u m analysis has been the traditional approach to C V D 
process model ing . A n extensive l iterature exists for the S i - C l - H C V D sys
tem (7) and the A s - G a - C l - H V P E process (I). The analysis of M O C V D 
systems has been l i m i t e d by the lack of thermodynamic data. A recent 
e q u i l i b r i u m analysis of the M O C V D of G a A s (83, 84) is a good source of 
data for the G a A s system. 

As an example, F i g u r e 4 shows the e q u i l i b r i u m predict ion of the S i 
y i e l d from a S i C l 4 - H 2 reactant mixture as a function of the S i C l 4 part ial 
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212 MICROELECTRONICS PROCESSING: C H E M I C A L ENGINEERING ASPECTS 

Figure 4. Curves of growth rate for Si as function of the Cl2l H2 ratio predicted 
from equilibrium calculions (Reproduced with permission from reference 7. 

Copyright 1978 Ekevier.) 

pressure and the C l 2 / H 2 ratio for three deposit ion temperatures (7). This 
interest ing system involves both deposit ion and etching according to the 
fo l lowing overal l reactions: 

SiCl 4 (g) + 2H 2 (g) ± 5 Si(s) + 4HCl (g ) (deposition) (6) 

SiCl 4 (g) + Si(s) ±s 2SiCl 2 (g) (etching) (7) 

SiCl 4 (g) + Si(s) + 2H 2 (g) ±5 2 S i H 2 C l 2 ( g ) (etching) (8) 

3SiCl 4 (g) + Si(s) + 2H 2 (g) ±5 4 S i H C l 3 ( g ) (etching) (9) 

B o t h deposit ion and etching may occur, and the w i n d o w i n S i C l 4 part ial 
pressures and temperatures for w h i c h deposit ion is possible must be estab
l ished. F i g u r e 4 shows that at l ow partial pressures of S i C l 4 , the growth rate 
increases w i t h S i C l 4 . A t higher partial pressures of S i C l 4 , the etching reaction 
leading to S i C l 4 dominates. Add i t i ona l analysis shows that the etching by 
formation of chlorosilanes takes place at l ow temperatures (<1200 K) (7). 
Typica l ly , s i l icon C V D from chlorosilanes is operated close to the point where 
deposition and etching balance. C V D under these conditions leads to ex
cel lent single-crystall ine material , because the growth rate is l ow and the 
etching reaction preferentially attacks defect sites. F u r t h e r m o r e , because 
these growth conditions are near e q u i l i b r i u m , e q u i l i b r i u m analysis has been 
instrumental i n understanding the Si C V D process and i n identi fy ing op
erating windows. 

T h e growth of S i from silane has no equivalent etching process; therefore, 
this process is more difficult to control and is not amenable to the same 
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5. JENSEN Chemical Vapor Deposition 213 

e q u i l i b r i u m treatment as the S i - C l - H system. Nevertheless , computations 
w i t h detai led silane kinetics show that the gas phase is i n a quasi - thermo-
dynamic e q u i l i b r i u m i n the hot zone above the susceptor. I n this e q u i l i b r i u m 
situation, the species concentrations are determined by the in i t ia l silane 
decomposit ion step (equation 1) and the chemical equ i l ibr ia between the 
higher saturated and unsaturated silanes (85-87). Besides greatly s impl i fy ing 
the analysis of C V D reactors, this treatment has the advantage that only the 
rate constant for the in i t ia l silane decomposit ion has to be k n o w n , and that 
rate constant has been measured experimental ly . 

Solid-Phase Chemical Equilibrium. F o r the growth of mult i component 
films, the sol id film composit ion must be predic ted from the gas-phase c om
posit ion. I n general , this predict ion requires detailed information about 
transport rates and surface incorporation rates of ind iv idua l species, but the 
necessary kinetics data are rarely available. O n the other hand , the e q u i l i b 
r ium analysis only requires thermodynamic data (e.g., phase e q u i l i b r i u m 
data), w h i c h often are available from l iquid-phase-epitaxy studies, as dis 
cussed by Anderson i n Chapter 3. 

Thermodynamic predictions of the solid-phase composit ion have been 
very successful for the growth by M O C V D of group I I I - V compound sem
iconductors (e.g., InAsx . jSb j and G a A s ^ S b J even though the gas-phase 
reactions are far from e q u i l i b r i u m (88-91). T h e procedure is also useful for 
estimating so l id -vapor d istr ibut ion coefficients of group I I - V I compound 
semiconductors (e.g., C d ^ H g J e and Z n S e ^ S , ) grown b y M O C V D (92). 
In the analysis, the gas phase is considered to be an ideal mixture , that is 

μ/g) = μ.(Φ + R T m (p . / p o) ( 1 0 ) 

where μ , and p{ are the chemical potential and partial pressure, respectively, 
of component i, R is the gas constant, and Τ is temperature (in K e l v i n units). 
The superscripts g and ο refer to the gaseous state and the standard state, 
respectively. 

Two models are frequently used to predict the activity coefficient of the 
sol id: the regular solution mode l (93) and the D L P (delta- latt ice-parameter) 
mode l (94). W i t h both models, the activity coefficient of component i, yt, is 
calculated i n terms of the interaction parameter, Ω , by the expression 

In Ύ ί = (1 - xPCl/RT (11) 

where xi is the mole fraction of component i i n the solid phase. T h e chemical 
potential of component ί i n the sol id phase is then 

(12) 
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214 MICROELECTRONICS PROCESSING: CHEMICAL ENGINEERING ASPECTS 

T h e interaction parameter, Ω , is a fitting parameter i n the regular so
lut ion mode l that can be found from l i q u i d - s o l i d e q u i l i b r i u m data (93). W i t h 
the D L P mode l , the interaction parameter is calculated from the lattice 
parameters of the b inary compounds. F o r a compound semiconductor 
Α ^ , Β , Ο , Ω is computed from the lattice constants aAC and a B C of the b inary 
compounds from the fol lowing expression 

(flAC ~ ABC)2 

[ l / 2 ( a A C + a B C ) ] 4 
a A C - B c = 5 χ i o % , r _ c . B C \ . , (13) 

B y equating the chemical potentials i n the two phases and impos ing con
servation and stoichiometry constraints, the solid-phase composit ion may be 
pred ic ted from equations 10 -13 (see references 88 and 91 for examples). 

O n the basis of the D L P mode l , the sol id is expected to be an ideal 
solution for systems i n w h i c h both components have s imilar lattice constants. 
This case is true for the A l A s - G a A s system (Figure 5), i n w h i c h the so l id -
phase composit ion equals the gas-phase composit ion. Compounds i n w h i c h 
the two components have very different behavior w i l l show highly nonl inear 
composit ion variations, and misc ib i l i ty gaps may occur (90, 91). As an ex
ample , F i g u r e 5 also shows that the solid-phase composit ion of I n A s ^ S b , . 
is a nonlinear function of the gas-phase composit ion. 

Gas Phase Composition 

Figure 5. Solid composition versus vapor composition for the group III-V 
alloys AlxGai-KAs and InAs!-xSbx (89). 
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5. JENSEN Chemical Vapor Deposition 215 

Thermodynamic analysis can be useful also i n pred ic t ing the effect of 
gas-phase composit ion on defect concentrations i n the sol id and, imp l i c i t l y , 
on the electrical properties of the deposited f i lm (I , 95, 96). This technique 
has been used to predict the concentration and change i n electrical carriers 
from electrons to holes i n PbS w i t h increasing sulfur pressure over the P b S 
crystal (96). 

Thermodynamic analysis is a useful tool i n understanding C V D processes 
but should be used w i t h caution and careful attention to the assumptions 
under ly ing the application. Because C V D is a nonequ i l i b r ium process, the 
thermodynamic predictions are often only semiquantitative and mainly serve 
to provide insights into the process. Accurate process predict ion must i n 
clude chemical kinetics and transport rate considerations. 

Chemical Reaction Mechanisms and Kinetics. C V D chemistry is 
complex, invo lv ing both gas-phase and surface reactions. T h e role of gas-
phase reactions expands w i t h increasing temperature and partial pressure 
of the reactants. A t h igh reactant concentrations, gas-phase reactions may 
eventually lead to gas-phase nucleation that is detr imental to th in - f i lm 
growth. The in i t ia l steps of gas-phase nucleation are not understood for C V D 
systems, not even for the nucleation of S i from silane, w h i c h has a potential 
application i n bu lk S i product ion (97). In addit ion to produc ing film pre 
cursors, gas-phase reactions can have adverse effects by forming species that 
are potential i m p u r i t y sources. 

Tradit ional ly , C V D reaction data have been reported i n terms of growth 
rates and their dependence on temperature. T h e data are often confounded 
by mass-transfer effects and are not suitable for reactor analysis and design. 
Moreover , C V D reaction data provide l i t t le insight, i f any, into i m p u r i t y 
incorporation pathways. Therefore, the replacement of tradit ional macro
scopic deposition studies w i t h detailed mechanistic investigations of C V D 
reactions is an area of considerable interest. A recent, excellent rev iew of 
C V D mechanistic studies, part icularly of S i C V D , is available (98), and the 
present discussion w i l l be l i m i t e d to h ighl ight ing mechanisms of S i C V D 
and of G a A s deposit ion by M O V C D as characteristic examples of the c o m 
b i n e d gas-phase and surface reaction mechanisms under ly ing C V D . 

Gas-Phase Reaction Mechanisms and Kinetics. Decomposition of 
SiH4. T h e gas-phase decomposition mechanism for S i H 4 l ike ly involves a 
large n u m b e r of species and reactions as complex as those of hydrocarbon 
combustion systems. A mechanism of 27 reactions has been proposed on the 
basis of a sensitivity analysis o f a detai led pyrolysis scheme invo lv ing 120 
elementary reactions (85, 86). This mechanism predicts the existence of S i 
and S i 2 i n the gas phase, a predict ion that is supported by laser - induced-
fluorescence measurements (99, J00). H o w e v e r , S i and S i 2 are not major 
contributors to the overal l film growth. S i H 4 , S i H 2 , and S i 2 H 6 may be the 
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216 MICROELECTRONICS PROCESSING: CHEMICAL ENGINEERING ASPECTS 

key species for the predict ion of S i growth rates from S i H 4 - H 2 mixtures 
(85-87). Nevertheless , the presence of S i 2 at concentrations that are orders 
of magnitude h igher than the e q u i l i b r i u m concentration indicates the c om
plexity of the S i H 4 pyrolysis mechanism. 

The in i t ia l pyrolysis reaction of S i H 4 has been explored extensively (98), 
and the growing consensus is that the thermal decomposit ion of S i H 4 involves 
the e l iminat ion of H 2 to form si lylene, as shown i n equation 1 (98, 101). 
Possibly, thermal pyrolysis is control led by heterogeneous reactions on hot 
surfaces (102, 103), but this hypothesis is controversial , and considerable 
experimental evidence for a gas decomposit ion mechanism exists (98). H o w 
ever, at low pressures and h igh temperatures, heterogeneous decomposit ion 
w i l l l ike ly be important i n the overal l mechanism (104). 

T h e decomposit ion of S i H 4 could also occur by loss of a hydrogen radical . 

However , the large bond dissociation energy makes this reaction an un l ike ly 
thermal pathway (105). I n general , the S i „ H m species i n w h i c h m is an odd 
n u m b e r is less thermodynamical ly stable than the species i n w h i c h m is an 
even n u m b e r (106, 107). 

Silylene can insert itself into H 2 , S i H 4 , and higher silanes w i t h almost 
no activation energy (59, 98, 108). T h e higher silanes also decompose and 
undergo rearrangement reactions. T h e main decomposit ion path for disi lane 
is to silane plus s i lylene, w i t h H 2 e l iminat ion to si lylsi lene compet ing at h igh 
temperatures (109). In a hydrogen ambient , a mechanism based on S i H 4 , 
S i H 2 , and S i 2 H 6 may be sufficient to mode l S i C V D (87), but i n a nonhy-
drogen ambient , hydrogen-deficient h igher silanes must be inc luded (99, 

Decomposition of Chlorosilanes. A l though the growth of S i from chlo 
rosilanes has been wide ly studied because of its importance i n the microe
lectronics industry , the detai led gas-phase decomposit ion mechanism is not 
known. T h e mechanism is be l ieved to inc lude at least the fol lowing reactions 

S i H 4 ^ S i H 3 + H (14) 

100). 

(110-113): 

S i C l 4 + H 2 ±5 S i H C l 3 + H C 1 

S1HCI3 + H 2 ±5 S i H 2 C l 2 + H C 1 

S i H 2 C l 2 ±ç S i H C l + H C 1 

(15a) 

(15b) 

(15c) 

S i H 2 C l 2 ±* S i C l 2 + H . ̂2 (15d) 

Decomposition of Ga and As Compounds. The gas-phase reactions 
under ly ing the M O C V D of G a A s are complex and only partial ly understood. 
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5. JENSEN Chemical Vapor Deposition 217 

The in i t ia l decomposit ion of G a ( C H 3 ) 3 involves the loss of m e t h y l radicals 
(114-121). These m e t h y l radicals can subsequently react w i t h H 2 or the 
arsenic source, such as A s H 3 , abstract H from an organometallic or hydro 
carbon species, or recombine. The reaction w i t h H 2 leads to H radicals that 
can react w i t h the parent organometallic compound to accelerate its decom
posit ion. T h e fo l lowing are some of the reactions: 

G a ( C H 3 ) 3 G a ( C H 3 ) 2 - + C H 3 - (16a) 

G a ( C H 3 ) 2 - -G a C H 3 + C H 3 - (16b) 

H 2 + C H 3 * -C H 4 + H - (16c) 

G a ( C H 3 ) 3 + H - G a ( C H 3 ) 2 - + C H 4 (16d) 

C H 3 * H- C H 3 ' C 2 H 6 (16e) 

C H 3 - + O M C H 4 + O M ' (16f) 

In reactions 16a-f, O M and O M ' designate organometallic or hydrocarbon 
species or fragments. T h e presence of C H 3 - radicals has been veri f ied by 
infrared (IR) diode laser spectroscopy (116), and the reaction mechanisms 
have been investigated b y replacing the usual H 2 ambient b y D 2 (118-120). 
Reactions 16a- f form a typical free-radical mechanism w i t h init iat ion (16a 
and b), chain-transfer (16c), propagation (16d), and terminat ion (16e and f) 
reactions. 

T h e H - radical reaction w i t h the parent compound (16c) is a l ike ly 
explanation for the lower decomposit ion temperatures i n H 2 relative to N 2 

(119-121). The exact mechanism for the reaction of H - w i t h G a ( C H 3 ) 3 is not 
known, but the experimental ly observed acceleration is also pred ic ted by 
simulations of G a ( C H 3 ) 3 decomposit ion based on a detailed kinetics m e c h 
anism for GaAs growth (122). T h e effect of H - w i l l change w i t h pressure and 
residence t ime, and this variation may explain the observation of only minor 
differences i n decomposit ion temperatures at l ow pressures and short res i 
dence times (118). 

Total decomposit ion to G a atoms has been inferred from IR meas
urements (117, 120, 121). but no direct observations have been made of G a 
atoms d u r i n g the thermal gas-phase pyrolysis of G a ( C H 3 ) 3 . G a C H 3 is con
sidered to be the most stable species, (114, 123), whereas In atoms may be 
formed dur ing the decomposit ion of I n ( C H 3 ) 3 (116). The difference between 
the decompositions of I n ( C H 3 ) 3 and G a ( C H 3 ) 3 correlates w e l l w i t h the 
stronger m e t h y l - m e t a l bond i n Ga(CH 3 ) „ (116). 

Ars ine decomposes heterogeneously at M O C V D conditions (117, 120, 
121, 123), but the mechanism is not completely understood. E a r l y kinetics 
studies (125, 126) indicate that arsine decomposes through the adsorption 
of arsine and subsequent loss of H to the surface. However , recent coherent 
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218 MICROELECTRONICS PROCESSING: CHEMICAL ENGINEERING ASPECTS 

anti-Stokes Raman-scattering investigations point toward a more complex 
mechanism (127, 128). Ars ine interacts strongly w i t h the G a ( C H 3 ) 3 i n the 
gas phase through gas-phase m e t h y l radical attack (116, 129) and adduct 
formation (120, 121). 

C H 3 - + A s H 3 - » C H 4 + A s H 2 - (17a) 

G a ( C H 3 ) 3 + A s H 3 - » H 3 A s : G a ( C H 3 ) 3 (17b) 

T h e adduct can e i ther decompose to the or ig inal constituents or rearrange 
w i t h the loss of C H 4 . 

H 3 A s : G a ( C H 3 ) 3 - » H 2 A s : G a ( C H 3 ) 2 + C H 4 (18) 

Eventua l l y , a po lymer ic substance of the form - ( A s : G a C H 2 ) n - may be 
formed. A d d u c t formation is thought to be responsible for the observed 
lower decomposit ion temperature of G a ( C H 3 ) 3 i n the presence of A s H 3 

relative to G a ( C H 3 ) 3 i n a carrier gas (120, 121). F u r t h e r m o r e , w i t h A s H 3 

and D 2 , the pr imary reaction product appears to be C H 4 rather than C H 3 D , 
as expected on the basis o f the free-radical mechanism (equations 16a-f). 
H o w e v e r , the formation of C H 4 may be due to reactions of G a ( C H 3 ) t and 
C H 3 - w i t h adsorbed AsHx species (122). Est imates indicate that the adduct 
is too unstable to play a major role in the growth chemistry (129), but this 
conclusion is subject to uncertainties i n the thermochemical data base. 

In addit ion to decomposit ion by loss of free radicals, G a ( C 2 H 5 ) 3 and G a 
compounds w i t h larger a lky l groups can undergo decomposit ion through a 
β-elimination reaction (118, 130). 

G a ( C 2 H 5 ) 3 - » G a ( C 2 H 5 ) 2 + C 2 H 5 - (19a) 

G a ( C 2 H 5 ) 3 -> G a H ( C 2 H 5 ) 2 + C 2 H 4 (19b) 

T h e β-elimination reaction (equation 19b) has the advantage of b r ing ing H 
to the surface and forming stable hydrocarbon products; the formation of 
hydrocarbon products reduces carbon incorporation into the growing film 
(131). 

In addit ion to understanding the reactions of commonly used precursors, 
researchers have considerable interest i n developing new precursors, par 
t icularly for As and P. This interest i n new precursors has been dr iven 
pr imar i l y by the desire to replace the h ighly toxic A s H 3 and P H 3 gases w i t h 
more easily handled l i q u i d sources. Examples of compounds investigated as 
replacements for arsine inc lude A s ( C H 3 ) 3 (132), A s H ( C 2 H 5 ) 2 (133), A s ( C 2 H 5 ) 3 

(134), and A s H 2 ( C 4 H 9 ) (135-138). The compounds w i t h H bonded to As give 
promis ing results but do not possess electrical properties comparable w i t h 
those rout inely obtained w i t h A s H 3 . 
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5. JENSEN Chemical Vapor Deposition 219 

Rates of Gas-Phase Reactions. Reaction rates have been reported for 
only a few C V D gas-phase reactions, and most reports are pr imar i l y for the 
silane system. Because of the h igh temperatures and low pressures used in 
C V D , the direct use of reported gas-phase rate constants must be done w i t h 
care. In addit ion to mass-transfer and wal l effects, process pressure may be 
another factor affecting reaction rates. Process pressure affects major C V D 
processes, such as the deposit ion of S i from S i H 4 and GaAs from G a ( C H 3 ) 3 , 
reactions that involve unimolecular decomposit ion. T h e col l is ional activa
t ion , deactivation, and decomposit ion under ly ing these reactions can be 
summarized qualitatively by the fol lowing reactions (139, 140): 

M + A à M + A * (20a) 

A * -> products (20b) 

where A represents the reactant and M is a col l is ion partner ( including A) . 
A pseudo-steady-state assumption for the energized molecule A * leads to 
the L i n d e m a n n - H i n s h e l w o o d rate form 

where ph is the pressure of the reactant A , pM is the total pressure, k is rate 
constant, and t is t ime. 

Thus , the reaction is first order i n the high-pressure l i m i t , w i t h the rate 
constant kx = fc1it2/fc_1. A t low pressures, the reaction becomes l i m i t e d 
by col l is ion, and the rate constant becomes proportional to the total pres
sure, pM. 

Several theories exist for predic t ing the intermediate fall-off region (139, 
141), in c lud ing the wide ly used R R K M ( R i c e - R a m s b e r g e r - K a s e l - M a r c u s ) 
theory (139,140,142). F i g u r e 6 illustrates R R K M predictions of the pseudo-
first-order reaction rate constant for S i H 4 pyrolysis to S i H 2 and H 2 for various 
pressures (142) T h e figure shows that errors of several orders of magnitude 
may result i f kx is used at low pressures (e.g., i n L P C V D reactor simulations). 
S imi lar errors arise i n connection w i t h col l isionally stabil ized recombination 
reactions that also occur frequently i n C V D systems, such as 

A + Β ±5 A B * + M -> A B (22) 

Surface Reaction Mechanisms and Kinetics. Si Growth. L i k e the sit
uation for gas-phase reactions, the most studied and best understood surface 
reaction system is the growth of S i on S i substrates through the use of silane. 
T h e main results of these studies are summarized i n the fo l lowing sections; 
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Pressure, Torr 

Figure 6. First-order rate constant for SiH4 decomposition as a function of 
pressure and temperature. The solid points represent rate measurements by 

Purnell and Walsh (218). 1 torr = 133.322 Pa. 

however, a more extensive discussion is g iven i n the rev iew paper by Jasinski 
et a l . (98). 

Ul trahigh-vaeuum ( U H V ) surface spectroscopy has been used w i t h m o 
lecular beams of S i H 4 and mass spectroscopy to elucidate the S i growth 
mechanism (67, 143). Joyce et a l . (67) found that S i growth is preceded by 
an induct ion per i od w h e n surface oxide was removed as S i O . T h e subsequent 
film growth proceeds by growth and coalescence of adjacent nuc le i w i t h no 
apparent formation of defects. Henderson and H e l m (144) proposed a step-
flow mode l i n w h i c h adatoms from S i H 4 surface reactions diffuse to k i n k 
sites. 

F a r r o w (145) de termined the reaction probabi l i ty of S i H 4 over a w ide 
range of temperatures. T h e data have been used subsequently i n the mode l 
i n g of S i C V D reactions (85, 86). O n the basis of modulated-molecular-beam 
experiments, Farnaam and Or lander (146) proposed a S i H 4 surface reaction 
mechanism invo lv ing S i H 4 reacting w i t h surface S i to form two adsorbed 
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5. JENSEN Chemical Vapor Deposition 221 

S i H 2 molecules and the subsequent decomposit ion of these molecules w i t h 
the evolut ion of molecular hydrogen. 

SiH 4 (g) + Si(s) 2SiH 2 (adsorbed) - * 2Si(s) + 2H 2 (g) (23) 

However , recent molecular-beam experiments by Buss et a l . (147) indicate 
that the surface reactions are more complex and highly nonlinear. Recent 
thermal desorption studies of S i H 4 , S i 2 H 6 , and S i 3 H 8 (60, 148) show that 
S i H 4 has a low st icking coefficient, σ , on < 1 1 1 > Si (σ = 5 Χ 10" 5 at room 
temperature), whereas the st icking coefficients of S i 2 H 6 and S i 3 H 8 are ap
proximately 0.1. Because the higher silanes are products of the gas-phase 
pyrolysis of S i H 4 , their h igh st icking coefficients relative to that of S i H 4 have 
considerable implications for the overal l growth behavior d u r i n g S i C V D 
(87, 149). 

T h e presence of intentionally or unintentional ly added impuri t ies on 
the S i surface strongly affects the nucleation and growth of S i . Trace amounts 
of carbon change the growth mode from step growth to three-dimensional 
growth leading to defects and, i n the most severe cases, polycrystal l ine 
growth (67). As previously ment ioned , surface oxides lead to growth i n d u c 
t ion periods and may also cause three-dimensional growth. B y paying special 
attention to S i surface c leaning, epitaxial growth can be achieved at t e m 
peratures as low as 550 °C i n very low pressure C V D (22, 23, 150). 

Dopants , specifically A s H 3 , P H 3 , and B 2 H 6 , strongly influence the k i 
netics of S i growth. A s H 3 and P H 3 reduce the growth rate, whereas B 2 H 6 

enhances the S i H 4 surface reaction (145). Several mechanisms have been 
proposed for these effects, on the basis of e ither surface poisoning by site 
blockage (145) or electronic effects (151). Compet i t ive chemisorpt ion exper
iments show that P H 3 adsorption occurs w i t h a sticking coefficient of near 
unity and that surface sites are consequently b locked for S i H 4 chemisorpt ion 
(J52, 153). B y chemical analogy, a s imilar mechanism is expected for the 
A s H 3 - S i H 4 system, i n agreement w i t h the observed reduct ion i n growth 
rates (145). In contrast, B 2 H 6 chemisorbs (dissociatively) only at h igh t e m 
peratures (600 °C), a fact (153) indicat ing that an electronic mechanism rather 
than a surface site coverage mechanism is active. 

GaAs Growth. Relat ively l i t t le is k n o w n about the surface reactions 
under ly ing G a A s growth. L a n g m u i r - H i n s h e l w o o d mechanisms have been 
proposed (154,155), but no quantitative comparisons between actual growth 
data and mode l predictions have been made. F u r t h e r insights into surface 
reactions under ly ing the growth by M O C V D of compound semiconductors 
are l ike ly to result from two recent growth techniques: metallorganic mo 
lecular beam epitaxy ( M O M B E ) (also cal led chemical beam epitaxy [ C B E ] ) 
(156, 157) and atomic layer epitaxy ( A L E ) (158, 159). 
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M O M B E involves the use of organometallic source compounds i n a M B E 
chamber; thus, U H V surface analysis can be used to explore the surface 
reactions of organometall ic compounds, as i l lustrated by Robertson et al . 
(160). A L E entails saturating the surface alternatingly w i t h G a and As com
pounds. This technique has the practical advantage of al lowing layer-by-
layer growth and the potential for studying the adsorption processes of or
ganometallic species. U H V spectroscopic studies reveal that m e t h y l radicals 
are f o r m e d d u r i n g the surface reactions o f A l 2 ( C H 3 ) 6 a n d G a ( C H 3 ) 3 

(161-163). H o w e v e r , the importance of methy l radicals d u r i n g M O C V D 
growth conditions i n w h i c h the mean free paths are small is not clear. 

A knowledge of the surface reaction mechanism is essential to the control 
of carbon incorporation into the growing film. T h e most wide ly accepted 
mechanism is based on the work of K u e c h and Veuhoff (164). Accord ing to 
this mechanism H must be present on the surface to e l iminate the adsorbed 
C H 3 as C H 4 . T h e m e t h y l groups are pr imar i l y adsorbed on G a sites, w i t h 
many of them arr iv ing to the surface as G a C H 3 . D u r i n g the growth of G a A s 
from A s H 3 and G a ( C H 3 ) 3 , the H comes from adsorbed A s H x and not from 
the H 2 carrier gas. This mechanism is supported b y the fol lowing exper i 
mental observations: (1) C a r b o n is preferentially incorporated on the A s sites, 
to make the material p-type; (2) the H - H bond is m u c h stronger than the 
A s - H bond ; (3) s imilar film properties are obtained w i t h H e and H 2 as 
carrier gases; and (4) carbon incorporation is reduced w h e n the A s H 3 / 
G a ( C H 3 ) 3 ratio is increased. 

This summary of the present understanding of C V D chemistry shows 
that C V D kinetics awaits the same k i n d of concerted experimental effort that 
has enhanced the general understanding of combustion chemistry and het 
erogeneous catalysis. C u r r e n t l y , the effort to explain common C V D systems, 
such as S i and G a A s deposit ion, is growing. M e a n w h i l e , w i t h the present 
scarcity of rate parameters, two avenues for predic t ing the performance of 
C V D processes exist. T h e first approach involves the complementat ion of 
existing data w i t h estimated rate coefficients, as done by C o l t r i n et a l . (85, 
86) for S i and by Tirtowidjo jo and Po l lard (J65, 166) and Mountz iar i s and 
Jensen (121) for the M O C V D of GaAs . T h e second approach involves the 
formulation of an overal l kinetics model and the extraction of parameters 
from growth rate data, as i l lustrated by Roenigk and Jensen (167). 

C V D Transport Phenomena. L i k e other chemical ly reacting sys
tems such as combustion and heterogeneous catalysis, the transport proc
esses taking place d u r i n g C V D can be characterized by dimensionless 
parameter groups that arise from the scaling of the governing transport 
equations. These groups are summarized i n Table I I I , along w i t h their phys
ical interpretation and typical order of magnitude i n C V D processes. T h e i r 
temperature dependence and importance i n C V D transport phenomena have 
been discussed i n general terms by Rosenberger (168). 
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224 MICROELECTRONICS PROCESSING: CHEMICAL ENGINEERING ASPECTS 

C V D reactors operate at sufficiently h igh pressures and large charac
teristic dimensions (e.g., wafer spacing) such that K n (Knudsen number) 
< < 1, and a cont inuum descript ion is appropriate. Exceptions are the recent 
vacuum C V D processes for S i (22, 23) and compound semiconductors (156, 
157, 169) that work i n the transition to the free molecular flow regime, that 
is, K n > 1. F i g u r e 7 gives an example of S i H 4 trajectories i n nearly free 
molecular flow ( K n ~ 10) i n a very l ow pressure C V D system for si l icon 
epitaxy that is s imi lar to that descr ibed by Meyerson et al . (22, 23; M e y e r s o n 
and Jensen, manuscript i n preparation). W a l l collisions dominate, and be -

Reactor Tube Wall 

Side View 

Figure 7. SiH4 molecular trajectories in free molecular flow in a very low 
pressure (1 Pa) hot-wall CVD reactor for Si epitaxy. 

Pu
bl

is
he

d 
on

 M
ay

 5
, 1

98
9 

on
 h

ttp
://

pu
bs

.a
cs

.o
rg

 | 
do

i: 
10

.1
02

1/
ba

-1
98

9-
02

21
.c

h0
05



5. JENSEN Chemical Vapor Deposition 225 

cause of the low reaction probabi l i ty of S i H 4 , the molecule undergoes a large 
n u m b e r of collisions before it finally reacts w i t h S i and H 2 on a S i wafer. 

T h e free molecular flow also impl ies that downstream impuri t ies are 
d is tr ibuted rapidly throughout the system. Because the gas velocities are 
low i n conventional C V D reactors, Re (Reynolds number) < 100, and the 
flows are laminar. F u r t h e r m o r e , the M a c h number is very small ( M a < < 
1), w h i c h impl ies that, except for the gas expansion w i t h increasing t e m 
perature, the gas may be mode led as an incompressible fluid. T h e P r a n d t l 
n u m b e r (Pr) is of order uni ty (typically, P r = 0.7), and the Schmidt n u m b e r 
(Sc) is at most an order of magnitude larger than the Prandt l number . T h e r e 
fore, the difficulties associated w i t h l ow-Prandt l -number fluids and large 
differences i n the Prandt l and Schmidt numbers found d u r i n g crystal growth 
from the melt do not arise i n C V D mode l ing (see Chapter 2 by Brown) . 

T h e Peclet numbers are useful for estimating the relative contributions 
of convection and diffusion to mass and heat transfer. I f Pe is large (>10), 
convection dominates, and a plug-f low mode l may be appropriate for s imple 
reactor computations. W h e n Pe is small (<<1), diffusion dominates, and 
the system behaves l ike a we l l - s t i r red reactor. Thus , Pe may be used to 
estimate whether downstream impuri t ies can difiuse into the deposit ion 
zone. 

T h e Grashof and Rayle igh numbers measure the strength of natural 
convection in the system. Buoyancy-dr iven flows due to thermal or concen
tration gradients are l ike ly to occur i f the thermal or solutal Rayle igh (or 
Grashof) numbers are large, respectively. T h e parameters vary l inearly w i t h 
temperature and concentration gradients and w i t h the cube of the reactor 
height. Thus , reactors w i t h large heights are prone to natural-convection 
effects. M o r e exact cr i ter ia are discussed i n this section for specific reactor 
configurations. 

T h e Dàmkohler numbers are useful measures of the characteristic trans
port t ime relative to the reaction t ime. I f the surface Dàmkohler n u m b e r 
(sometimes referred to as the C V D number ; see reference 7) is large, mass 
transfer to the surface controls the growth. F o r small Dàmkohler numbers , 
surface kinetics governs the deposition. S imi lar ly , i f the gas-phase Dàmkoh
ler n u m b e r is large, the reactor residence t ime is an important factor, 
whereas i f it is smal l , gas-phase reactions control the deposit ion. 

Dimensionless Quantities and Reactor Types. Transport phenomena 
i n C V D reactors can be descr ibed i n terms of two broad groups: (1) hot-
wal l , low-pressure reactors and (2) co ld-wal l , reduced- and atmospheric-
pressure reactors. 

Hot-Wall Reactors. Because of the large mass diffusivities and nearly 
isothermal conditions (except for the entrance zone) i n hot -wal l , low-pressure 
reactors (50 Pa), mult i component diffusion and chemical reactions are cr i t ical 
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226 MICROELECTRONICS PROCESSING: CHEMICAL ENGINEERING ASPECTS 

factors i n the overal l reactor behavior, whereas details of the flow field are 
less important (167, 170). I n the conventional mult iple-wafer- in-tube h o r i 
zontal low-pressure reactor (Figure le ) , the main transport mechanism i n 
the space between the wafers is mult icomponent diffusion, and Stefan flow 
due to vo lume expansion or contraction d u r i n g reactions, such as w h e n one 
molecule of S i H 4 reacts to form solid S i and two molecules of H 2 . T h e mass 
Peclet n u m b e r (Pe m ) for the annular-f low region of this reactor configuration 
is of order uni ty , and diffusion and convection of mass play equal roles. I n 
the vert ical L P C V D geometry (Figure If), the gas passes through the wafers 
i n cross flow to m i n i m i z e deplet ion effects. Typica l P e m values are 1-10; 
therefore, a fu l l descript ion of convection, mult icomponent diffusion, and 
chemical reaction is necessary to mode l the system behavior. 

Cold-Wall Reactors. T h e large thermal gradients encountered i n co ld -
w a l l , reduced- and atmospheric-pressure reactors lead to buoyancy-dr iven 
secondary flows superimposed on the forced flow enter ing the reactor. C o m 
plex flow structures, i n c l u d i n g return-f low and longitudinal -ro l l cells i n hor 
izontal reactors and recirculation cells i n vert ical reactors, have been 
visual ized b y T i 0 2 smoke tests (24, 171-174) and have been inferred from 
laser holographic observations of perturbations i n averaged density gradients 
(175, 176). F l o w visualization techniques provide considerable insight into 
the flow phenomena, but smoke tests at growth temperatures are l i m i t e d 
by the thermophoret ic transport of seed particles away from hot regions (i .e. , 
the susceptor) towards co ld regions (177). In fact, thermophoret ic migrat ion 
was beh ind the or iginal observation of a particle-free layer next to the sus
ceptor i n a horizontal reactor that l ed to the so-called stagnant-layer mode l 
(178) . Laser holography is l i m i t e d by g iv ing spatially averaged density gra
dients that may not reflect the actual flow of reactants, because the reactants 
are often present i n low concentrations only and have significantly different 
transport coefficients compared w i t h that of the carrier gas (e.g., H 2 ) . T h e r e 
fore, to gain further insights into the complex flow structures i n co ld -wal l 
reactors, flow visualizations must be augmented by fluid-flow computations 
(179) . 

Horizontal Reactors. Hor i zonta l reactor flow may involve both trans
verse and longitudinal rol ls , as w e l l as t ime-per iodic flows. Insights into 
these phenomena may be gained from previous analysis of ideal ized , anal 
ogous systems, as w e l l as from recent experiments and computations. A n 
alytical studies of flow between two plates of infinite size differentially heated 
from below (180) and horizontal channel flow (181) indicate that the deve l 
opment of transverse and longitudinal rolls depends on the relative and 
absolute magnitudes of the dimensionless Rayle igh and Reynolds numbers , 
R a and Re , as w e l l as the aspect ratio. 
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5. JENSEN Chemical Vapor Deposition 227 

F o r values of R a greater than the crit ical Rayle igh number ( R a c = 1708 
for plates of infinite size), transverse rolls exist i n a finite-width channel for 
low values of Re . A t sufficiently high values of Re , the transverse rolls are 
replaced by longitudinal rolls. Trave l ing waves of transverse rolls may appear 
before the transit ion, and such periodic flows have been observed exper i 
mental ly (182) and have been predic ted by two-dimensional transport models 
(183,184). E v i d e n c e for combined longitudinal and transverse rolls has been 
reported (185). F o r large values of Re and smal l values of R a , the flow w i l l 
be dominated by forced convection. Gas expansion effects not inc luded i n 
the classical analyses can further complicate the flow by creating single 
transverse rolls, so-called re turn flows (175, 186, 187). These phenomena 
occur w i t h i n the range of values of Re and R a typical for C V D reactor 
operation and have considerable implications for film thickness uni formity 
and junct ion abruptness. 

To demonstrate the main features of the flow i n horizontal C V D reactors, 
the deposit ion of s i l icon from silane is used as an example (87). T h e conditions 
are as follows: an 8-cm-wide reactor w i t h either adiabatic side walls or side 
walls cooled to the top wa l l temperature of 300 K , a 1323 Κ hot susceptor 
(bottom wall) , a total pressure of 101 k P a , and an in i t ia l part ial pressure of 
silane i n H 2 of 101 Pa . T h e growth rate of si l icon is strongly inf luenced by 
mass transfer under these conditions. F i g u r e 8 shows fluid-particle trajec
tories and spatially var ied growth rates for three characteristic cases. 

In the first case (Figure 8a), the side walls are adiabatic, and the reactor 
height (2 cm) is l ow enough to make natural convection unimportant . The 
fluid-particle trajectories are not per turbed , except for the gas expansion at 
the beg inning of the reactor that is caused by the thermal expansion of the 
co ld gas upon approaching the hot susceptor. O n the basis of the mean 
temperature, the effective Rayle igh number , R a t , is 596, w h i c h is less than 
the Rayle igh n u m b e r of 1844 necessary for the existence of a two -d imen
sional, stable, steady-state solution w i t h flow i n the transverse direct ion that 
was computed for equivalent Boussinesq conditions (188). 

Previous computations (J89) show that the cr it ical value of R a t for n o n -
Boussinesq conditions is approximately the same as that for a Boussinesq 
fluid i n a box heated from below, at least w h e n H 2 is the carrier gas. Thus , 
results from the stability analysis of the classical R a y l e i g h - B e n a r d prob l em 
of a two-dimensional fluid layer heated from below (see reference 190 for a 
review) may be used to indicate the type of behavior to be expected i n a 
horizontal reactor w i t h insulated side walls. As anticipated from this analysis, 
an increase i n the reactor height from 2 to 4 c m raises the value of R a t to 
4768, w h i c h is beyond the stability l imi t , R a t c r i t i c a i = 2056, for a box of aspect 
ratio 2 (188). T h e trajectories show the development of buoyancy-dr iven 
axial rolls that are symmetr ic about the midplane and rotating inward . F o r 
larger values of R a t (>6000), transitions to three-dimensional or t ime-de -
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5. JENSEN Chemical Vapor Deposition 229 

pendent flows are expected on the basis of the l inear-stabil ity analysis (190). 
Holographic observations by G i l i n g (175) for N 2 indicate the existence of 
such complex flow structures. 

Effect of Thermal Boundary Conditions. W h e n the side walls are 
cooled instead of be ing insulated, there is no cr it ical R a t number , and any 
transverse temperature gradient w i l l lead to a buoyancy-dr iven secondary 
flow. C o m p a r e d w i t h the previous example (Figure 8b), the rolls are reversed 
and now rotate outward. These examples demonstrate the strong influence 
of the thermal boundary conditions on C V D reactor flows. 

T h e plot of growth rate i n F i g u r e 8a shows that even without buoyancy-
dr iven secondary flows, a considerable variation i n the growth rate i n the 
transverse direct ion exists. The decrease i n the axial velocity near the side 
walls leads to both a shorter thermal entrance length and a greater deplet ion 
near the walls compared w i t h the behavior i n the midd le of the reactor. 
These perturbations from two-dimensional behavior induced by the side 
walls extend away from the side walls to a distance about equal to the reactor 
height. Thus , two-dimensional models may not be sufficient to predict C V D 
reactor performance even i n the absence of buoyancy-dr iven rolls. 

T h e presence of rolls creates further nonuniformity problems. I n the 
case of insulated side walls (Figure 8b), the inward-rotat ing rolls lead to 
increased deposition i n the region around the midplane , whereas the op
posite effect is observed for the cold-side-wall case (Figure 8c) i n w h i c h the 
rolls rotate outward. F o r that situation, the deposit ion rate decreases around 
the midplane of the reactor and increases near the walls. This dramatic effect 
of flow structures on deposit ion rate uni formity has been shown exper imen
tally for the M O C V D of G a A s by van de V e n et al . (191). 

A t values of Re lower than those used i n the previously discussed ex
amples, return flows may occur (186, 187, 191). F i g u r e 9 illustrates a ful ly 
three-dimensional flow w i t h both a return flow and a longitudinal ro l l (J 92). 
T h e side wa l l is adiabatic, but the flow rolls outward, i n contrast to the case 
study just descr ibed (Figure 8b). This reversal is brought about by the 
presence of the re turn ce l l , w h i c h is created by gas expansion at the leading 
edge of the susceptor. I n this case, the re turn ce l l w i l l broaden concentration 
gradients between adjacent layers by increasing the reactant residence t ime. 
This case is one example of the complex three-dimensional flow structures 
that may exist i n C V D reactors. 

In addit ion to inf luencing convection rolls, the thermal boundary con
ditions are cr it ical i n pred ic t ing cold-finger-entrance effects (193). F i g u r e 10 
illustrates the predic ted and measured isotherms for a low (2-slm [standard 
liters per minute]) and a h igh (8-slm) inlet H 2 flow. T h e temperatures were 
obtained by Raman spectroscopy (193, 194). A t h igh flow rates (Figure 10b), 
a co ld finger protrudes into the deposit ion zone because of the heating of 
the upper-reactor quartz wa l l by radiation from the susceptor. Thus , an 
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230 MICROELECTRONICS PROCESSING: CHEMICAL ENGINEERING ASPECTS 

Figure 9. Fluid-particle trace in three-dimensional flow involving both a trans
verse roll (return flow) and longitudinal rolls. The reactor is symmetric with 

respect to the midplane (192). 

accurate heat-transfer analysis that includes radiation is needed to explain 
the data. This co ld finger may play a major role in achieving uni formity i n 
horizontal reactors by preserving reactants for downstream deposit ion re 
gions. A similar effect can be produced by replacing the H 2 carrier gas by 
Ν 2 , w h i c h has a lower thermal conductivity (193). 

Flow Patterns and Film Properties. U n i f o r m film thickness and sharp 
interfaces can be real ized i n vert ical reactors by creating a boundary layer 
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5. JENSEN Chemical Vapor Deposition 231 

20 40 60 

Figure 10. Comparison of measured (broken lines) and predicted (solid lines) 
temperatures in a horizontal reactor for two inlet flow velocities of H2: (a) 2 

slm (standard liters per minute) and (b) 8 slm (193). 

of uni form thickness and by avoiding flow eddies. Ideally, the stagnation 
point , impinging- jet , and rotating-disk flows have uni form vert ical gas ve 
locities that produce a boundary layer of constant thickness i n w h i c h the gas 
moves outward radially. H o w e v e r , the actual vert ical reactor flow is strongly 
inf luenced by buoyancy effects caused by a destabi l iz ing density gradient 
and by the presence of reactor walls (24, 171, 173, 195). H e a t i n g the sus
ceptor produces an unstable density gradient such that the least dense gas 
is next to the susceptor surface. I n the presence of an unstable density 
gradient, the reactor flow patterns may become dominated by buoyancy-
d r i v e n recirculations. 

I n practice, the recirculat ion cells are often e l iminated by increasing 
the inlet flow rate, a procedure that also improves f i lm thickness uni formity . 
H o w e v e r , because of nonlinear interactions among buoyancy, viscosity, and 
inert ia terms, the transitions between the flow patterns may be abrupt , and 
mul t ip l e stable-flow fields may exist for the same parameter values (24,195, 
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232 MICROELECTRONICS PROCESSING: CHEMICAL ENGINEERING ASPECTS 

196). This phenomenon is i l lustrated i n F i g u r e 11, w h i c h shows the average 
rate of mass transfer to the substrate in terms of the Nusselt n u m b e r for 
various susceptor temperature and inlet gas flow rates. 

A t h igh inlet flow rates, the flow is dominated by forced convection w i t h 
h igh mass-transfer rates, whereas at low inlet flow rates, buoyancy-dr iven 
recirculations preva i l , w i t h result ing low Nusselt numbers . F o r conditions 
i n the cross-hatched area of F i g u r e 11, w h i c h correspond to typical operating 
conditions for metallorganic C V D reactors, mul t ip le flow patterns are pos
sible, depending on the start up of the reactor. Heat ing of the susceptor 
fol lowed by turn ing on the inlet flow is l ike ly to produce a flow field d o m 
inated by buoyancy-dr iven recirculations, whereas the opposite procedure 
may lead to a situation dominated by forced convection. T h e actual reactor 
behavior is probably further complicated by transitions to t ime-per iodic and 

Inlet Flow (l/min STP) 

Figure 11. Mass-transfer Nusselt number (Nu)for various susceptor temper
atures and inlet flow rates for a vertical CVD reactor with a 900 Κ susceptor 
and300 Κ reactor walls and operating at 10.1 kPa (Reproduced with permission 

from reference 24. Copyright 1987 Elsevier). 
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5. JENSEN Chemical Vapor Deposition 233 

ful ly three-dimensional flows. Nevertheless , the key point is that the reactor 
behavior w i l l depend on its start up history. 

T h e susceptor is often rotated slowly (2-40 rpm) i n vert ical C V D reactors 
to e l iminate heating nonuniformities . However , rotation of the susceptor at 
higher speeds (>500 rpm) to emulate a rotating-disk flow may be advanta
geous; rotation at higher speeds creates a uni form mass-transfer layer i n the 
absence of wal l effects. Moreover , the p u m p i n g action of the rotating sus
ceptor creates a forced-convection-dominated flow without the disadvantages 
of increasing the inlet flow rate as previously discussed. A t the same t ime , 
film uni formity and growth rate are increased. This behavior is shown i n 
F i g u r e 12. The susceptor rotation also stabilizes the flow. H o w e v e r , very 
rapid sp inning of the susceptor generates flow recirculations next to the 
reactor walls (197, 198). 

Factors Affecting Junctions between Successive Films. T h e growth of 
sharp or accurately graded composit ional variations between successive films 
is one of the key issues i n C V D reactor operation, i n addit ion to uni form 
film thickness and composit ion. To obtain sharp junctions by switching 
among the reactant streams, mix ing and interdiffusion i n the gas-handling 
system and the reactor must be m i n i m i z e d . T h e intermix ing in the gas-
handl ing system between two streams of different composit ion may be es
t imated from the classical T a y l o r - A r i s dispersion analysis (199, 200). The 
approximate mix ing length is def ined by the fol lowing equation 

ζ = [ 4 L d ( l / P e + Pe/192)] 1 / 2 (24) 

where Pe = vd/D, D is the molecular diffusion coefficient, ν is the l inear 
velocity, d is the diameter of the tube, and L is the length of the tube after 
the mix ing point. I f tQ is the t ime to grow a monolayer, then the max imum 
tube length al lowed to realize a junct ion that is Ν layers wide is g iven by 

j = ( W (25) 
m a x 4 d ( l / P e + Pe/192) V ; 

If the reactor flow is dominated by forced convection and free of laminar 
eddies, the same expression (equation 25) can be used to estimate the max
i m u m separation between the mix ing point and the growth interface. F o r a 
given mass flow, the Peclet number , Pe , is independent of pressure, whereas 
the l inear velocity increases w i t h decreasing pressure; therefore, the max
i m u m allowable length increases w i t h the square of the decreasing pressure, 
and operation at reduced reactor pressures is advantageous w h e n sharp 
interfaces are desired. 
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0.0 2.0 4.0 6.0 8.0 
Radia l Distance (cm) 

Figure 12. Effect of susceptor rotation on isotherms, streamlines, and depo
sition rates on GaAs MOCVD relative to the center line value: (a) no rotation, 
center line growth rate of 2.0 pmlh and (b) 900 rpm, center line growth rate 

at 8.0 \imlh {same conditions as for Figure 11). 
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5. JENSEN Chemical Vapor Deposition 235 

T h e switching t ime between different gas-phase compositions is ad 
versely affected by pressure spikes (201) and the presence of recirculations 
and re turn flows. Recirculations lead to increased reactor residence t ime for 
reactants, because gas trapped in the recirculations is isolated from the main 
flow and the composit ion adjusts only by the slow diffusion across the sep
arating streamlines. F o r example, i n a s imulation of the growth of an 
A l A s - G a A s heterojunction, recirculations l e d to transition t imes i n the order 
of 10 s, corresponding to an approximate interface w i d t h of 100 A , whereas 
5-A junctions were real ized under forced-convection conditions (24, 195). 
The dispersion prob lem also occurs i n stop-growth procedures, i n w h i c h the 
flow of the source species is stopped, the overal l flow is balanced, and the 
species is flushed out before a new species is introduced. F o r this procedure, 
the reactor residence t ime must be known. 

Operation at Reduced Pressure. To obtain uniform deposit ion rates 
and abrupt interfaces, C V D systems are often operated at reduced pressures 
(10.1 kPa) but w i t h s imilar mass flow rates as systems operated at atmospheric 
pressure. As ment ioned earlier, operation at reduced pressure increases the 
l inear flow rate but keeps the Peclet n u m b e r constant. This situation leads 
to shorter residence times and sharper junctions. 

F o r constant mass flow, the value of of the thermal Rayle igh n u m b e r 
(Ra t) decreases w i t h the square of pressure, and thus longitudinal buoyancy-
dr iven rolls are less l ike ly to occur at reduced-pressure conditions than at 
atmospheric conditions. S imi lar ly , scaling analysis of s imple axisymmetric 
flows relevant to vertical-reactor operation suggests that the ratio of forced 
convection to thermal convection varies as R e / G r t

1 / 2 (171). ( G r t is the thermal 
Grashof number. ) Because the value of Re is independent of pressure for 
constant mass flow to the reactor, recirculations dr iven by thermal convection 
are expected to disappear w i t h decreasing pressure. This effect is i l lustrated 
i n F i g u r e 13 (202), w h i c h shows the disappearance of the dominant rec ir 
culation as the pressure is reduced from 101 to 10.1 k P a . 

Other Factors That Destabilize CVD Systems. The preceding discus
sion has focused on the effects of buoyancy-dr iven flows caused by thermal 
gradients. H o w e v e r , because of the often large mass differences between 
reactants and the carrier gas (e.g., H g and H 2 for the growth of C d H g T e ) , 
buoyancy-dr iven flows can also occur because of concentration gradients. I n 
addit ion, thermal and solutal (concentration) effects can interact to further 
destabilize the system. This thermosolutal convection phenomenon is w e l l 
known i n bulk crystal growth (203,204) but has not been recognized generally 
i n C V D . T h e addit ional characteristic dimensionless group for the analysis 
of this prob lem is the solutal Rayle igh number given in Table III . 
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Pressure » 1.0 Atm 

Figure 13. Effect of pressure on the existence of recirculations in a vertical 
CVD reactor. The right side of the figure shows the streamlines, and the left 

side shows the isotherms (1 atm = 101.325 kPa). 

A case study based on the growth of a Hg-conta in ing compound by 
M O C V D i n an isothermal vert ical reactor at 250 °C is as a convenient 
example to i l lustrate solutal convection. Because of the deplet ion of H g at 
the growth interface, the reaction has a destabi l iz ing density gradient, w h i c h , 
for h igh H g inlet concentrations (10.1 kPa), leads to strong solutal convection 
that results i n nonuni form and reduced growth rates (Figure 14). W h e n the 
inlet H g concentration is l ow (10.1 Pa), recirculation does not occur, and 
the central region of the substrate exhibits uni form growth rate (205). A l 
though the H g deplet ion at the growth interface rarely w i l l be sufficient to 
create a concentration gradient that is large enough to dr ive a solutal con
vect ion ce l l , H g condensation can generate cells that severely affect the 
growth of Hg-conta in ing semiconductor alloys, such as C d H g T e (206). P a l -
mateer et a l . (207) showed that solutal effects also may be important i n the 
growth of heterojunctions w h e n the switching of composit ion involves v a r i 
ations i n gas density, as i n the growth of I n P - I n G a A s P structures. 

T h e considerable mass difference between reactants and carrier gas c om
b i n e d w i t h often large thermal gradients means that thermal diffusion may 
contribute to the overal l mass transfer. T h e r m a l diffusion drives reactants 
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5. JENSEN Chemical Vapor Deposition 237 

4 t 
OUTLET OUTLET 

Figure 14. Examples of concentration-driven recirculations in an isothermal 
(550 K) vertical CVD reactor for the growth of a Hg-containing compound at 
101 kPa showing streamlines (left side) and isoconcentration curves (right side). 
The inlet H g partial pressures were (a) 10.1 kPa and (b) 10.1 Pa (Reproduced 

with permission from reference 205. Copyright 1988 Elsevier.) 

away from the hot substrate towards co ld reactor regions and thereby reduce 
the growth rate by 10-50 typical ly , depending on growth conditions (86, 
87, 168, 208). 

Heat transfer is an extremely important factor i n C V D reactor operation, 
particularly for L P C V D reactors. These reactors are operated in a regime 
i n w h i c h the deposit ion is pr imar i ly control led by surface reaction processes. 
Because of the exponential dependence of reaction rates on temperature, 
even a few degrees of variation i n surface temperature can produce unac
ceptable variations i n deposit ion rates. O n the other hand, w i t h atmospheric 
C V D processes, w h i c h are often l imi ted by mass transfer, small susceptor 
temperature variations have l i tt le effect on the growth rate because of the 
slow variation of the diffusion w i t h temperature. Heat transfer is also a factor 
i n control l ing the gas-phase temperature to avoid homogeneous nucleation 
through premature reactions. A t the h igh temperatures (700-1400 K) of most 
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238 MICROELECTRONICS PROCESSING: CHEMICAL ENGINEERING ASPECTS 

C V D processes, radiation is a major component of heat transfer. T h e co ld -
finger effect i l lustrated i n F i g u r e 10 is caused by radiative heat transfer from 
the susceptor to the top reactor w a l l (193). 

CVD Reactor Analysis 

General Modeling Considerations. T h e objective of C V D reactor 
mode l ing is to relate performance measures (film deposit ion rate, uni formity , 
composit ion, and interface abruptness) to operating conditions (pressure, 
temperature, and reactant concentrations) and reactor geometry. Besides 
the practical application of models i n performance predic t ion , process op
t imizat ion , parameter estimation, and reactor design, the models also pro 
v ide insights into the under ly ing physicochemical processes. 

CVD Reactor Models. C V D reactor models consist of nonl inear, cou
p l ed , partial differential equations that represent the conservation of mo 
m e n t u m , energy, total mass, and ind iv idua l species. T h e general derivation 
and form of these equations are given i n standard references on transport 
phenomena (e.g., reference 209). Table I V summarizes the balanced equa
tions for most C V D processes. T h e solution to the m o m e n t u m balance, 
equation IV. 1, gives the velocity components (vx, vy, and vz), whereas the 
cont inuity equation (IV.2) gives the local pressure, p. T h e energy balance 
(equation IV.3) defines the temperature. In the formulation of the energy 
balance, contributions from viscous energy dissipation and the D u f o u r flux 
have been omit ted , because they are generally negligible for C V D conditions 
(208, 209). 

A n equation of state is needed to relate the temperature, pressure, and 
density. Because C V D processes are operated usually at atmospheric or 

Table IV. General Balanced Equations for CVD Processes 
Name Definition Number 

Momentum balance pvVv= -Vp + pg + V - ^jiVv + μ(νν)τ - | μ/V · IV. 1 

Continuity equation V · (pv) = 0 
Γ " g 1 

IV.2 

Energy balance 
9cpv · vt = v · (kVT) - Σ U ·v̂  + Σ W j 

IV. 3 

Equation of state 
Mp 

9 = ~RT 
IV4 

Species balances 0 = V · / f + cv · ?xf - cv · V In M - 2 V f t / 
j=l 

IV.5 

Tr7 ι m V* (XJk ~ XJi) 
ίΤι cDik 

IV. 6 

NOTE: The boundary conditions depend on the specific system and are discussed in the text (166, 167). 
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5. JENSEN Chemical Vapor Deposition 239 

reduced pressure, the ideal gas law (equation IV.4) is a reasonable choice. 
Gas expansion effects due to density changes w i t h heating of the gas phase 
play a major role i n the flow behavior and must be inc luded . Thus , replace
ment of the ideal gas law by a s imple l inearization of the temperature de
pendence of the density, as done i n the Boussinesq approximation, is rarely 
appropriate. A lso , the temperature variations of the physical parameters 
must be inc luded . However , because of the low M a c h numbers , compres
sibi l i ty effects that otherwise w o u l d unnecessarily complicate the solutions 
of the reactor models may be neglected. In addit ion, for typical C V D con
ditions, the flows are laminar and i n quasi steady state relative to the film 
growth dynamics. 

T h e balance over the i th species (equation IV. 5) consists of contributions 
from diffusion, convection, and loss or product ion of the species i n ng gas-
phase reactions. T h e diffusion flux combines ordinary (concentration) and 
thermal diffusions according to the mult icomponent diffusion equation (IV. 6) 
for an isobaric, ideal gas. Variations in the pressure induced by fluid m e 
chanical forces are negligible i n most C V D reactors; therefore, pressure 
difiusion effects need not be considered. F o r c e d difiusion of ions i n an elec
tr ical field is important i n plasma-enhanced C V D , as discussed by Hess and 
Graves (Chapter 8). 

In equation IV. 6, Dik represents the ordinary diffusion coefficient for 
b inary interactions, and a , is the thermal diffusion ratio. T h e reactants are 
often present i n small amounts (<1%) relative to the carrier gas; thus, the 
mult icomponent diffusion expression (equation IV. 6) may be replaced by a 
s imple F i c k i a n diffusion expression that includes thermodiffusion 

where / , is the flux of compound i relative to mass average velocity, c is 
concentration, Dim is the mult icomponent diffusivity of trace i i n mixture m, 
xt is the mole fraction of component i, and Γ is temperature. 

F o r cases i n w h i c h the d i lute approximation cannot be used, alternative 
expressions to equation IV.6 have been investigated for combustion systems. 
Such alternative expressions may also have computational advantages for 
C V D systems (86, 210, 211). T h e solution of equations IV.5 and IV.6 , along 
w i t h the fo l lowing constraint 

/ , = - c D J V x , + α ^ Ι η Γ ) (26) 

s 
(27) 

gives the mole fractions of each species i n the gas phase. 

Boundary Conditions. T h e boundary conditions are specific for the 
reactor configuration. N o sl ip is an appropriate velocity boundary condit ion 
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240 MICROELECTRONICS PROCESSING: CHEMICAL ENGINEERING ASPECTS 

at nonreacting reactor walls. Because of the incorporation of* atoms into the 
film and the release of gaseous byproducts at the growth interface, a finite 
normal velocity exists at the substrate surface. F o r di lute reactants, this 
velocity may be neglected, and the no-slip boundary may be adopted. B o u n d 
ary conditions for the temperature are cr it ical i n de termin ing the behavior 
of the C V D system, but they have not been given the importance they 
deserve. In the absence of detai led heat-transfer model ing , the fo l lowing 
are common boundary conditions: a measured wal l temperature profi le, a 
fixed Biot number , and insulated side walls corresponding to no cool ing or 
a constant w a l l temperature corresponding to infinite cool ing. A complete 
treatment of thermal boundary conditions inc lud ing conduction i n the reactor 
wa l l and radiative heat transfer is g iven by Fotiadis et a l . (193). 

T h e boundary conditions on the species concentrations for nonreacting 
and reacting surfaces are given by equations 28 and 29, respectively. 

Ν, · η = 0 (28) 

N t n = - Σ v y
s R / (29) 

J=I 

In the preceding equations, N , is the flux of component i , η is the outward 
normal to the surface, v , / is the stoichiometric coefficient, and Rf is the j t h 
surface reaction. 

T h e growth rate can then be estimated i n terms of the net incorporation 
of the film species i n the various surface reactions, that is 

ns S 
growth rate ( length/time) = V f i l m 2 Σ η^ν,/Rf (30) 

«=ij=l 

where V f i l m is the molar vo lume of the film and n^ 1 " 1 is the n u m b e r of atoms 
i n species i. 

Rate Expressions. A major difficulty i n C V D reactor mode l ing is the 
choice of appropriate rate expressions, Rp for the gas-phase-species balance 
and the surface boundary conditions. As descr ibed previously (see Nuc leat ion 
and G r o w t h Modes) , most of C V D chemical kinetics is unknown. Therefore, 
rate parameters may have to be estimated from experimental growth data 
as part of the reactor-model ing effort. 

F o r C V D processes at atmospheric or reduced pressure, the reactants 
are usually used i n low concentration i n Η 2 or some inert carrier gas. T h e r e 
fore, vo lume changes due to the change i n the n u m b e r of moles between 
reactants and products are negl igible . In addit ion, i n C V D processes, unl ike 
i n combustion systems, energy contributions caused by heats of reaction are 
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5. JENSEN Chemical Vapor Deposition 241 

insignificant. Therefore, the flow and energy solutions may be separated 
from the mass-transfer analysis, a simplif ication that reduces storage and 
computational requirements and allows different chemical mechanisms to 
be be considered for the same flow situation. 

This simpli f ication is not possible for some C V D systems i n w h i c h large 
density changes are associated w i t h the deposition process. The growth of 
C d H g T e is a typical example that shows how the deplet ion of H g next to 
the substrate creates an unstable density gradient that drives recirculations 
(205), as discussed earl ier and i l lustrated i n F i g u r e 14. L P C V D processes 
use l i t t le or no d i luent and often involve several species, and mult i component 
diffusion may be an important factor (21). Fortunately , these reactors are 
isothermal , and the relative insensit ivity of reactor performance to details 
of the fluid flow greatly simplifies the analysis. 

Numerous mode l ing studies of C V D reactors have been made and are 
summarized i n recent rev iew papers (J , 212). Table 3 i n reference 212 lists 
major examples of C V D models up to mid-1986. Therefore, rather than 
g iv ing an exhaustive list of previous work, Table V presents a summary of 
the major mode l ing approaches and forms the basis for the ensuing discus
sion, w h i c h is most appropriately handled i n terms of two groups: (1) hot-
wal l L P C V D systems and (2) co ld-wal l , near-atmospheric-pressure reactors. 
In L P C V D reactors, diffusion and surface reaction effects dominate, whereas 
i n co ld-wal l reactors operated at near-atmospheric pressures, fluid flow and 
gas-phase reactions are important i n predic t ing performance, as discussed 
earlier i n relation to transport phenomena. 

L P C V D Reactor Models. First-Order Surface Reaction. T h e t ra 
di t ional horizontal-wafer- in-tube L P C V D reactor resembles a fixed-bed r e 
actor, and recent models are very similar to heterogeneous-dispersion 
models for fixed-bed reactors (22 ,167,2J3) . To il lustrate C V D reactor mode l 
ing , this correspondence can be exploited by first considering a s imple first-
order surface reaction i n the L P C V D reactor and then discussing c o m p l i 
cations such as complex reaction schemes, mult icomponent diffusion effects, 
and entrance phenomena. 

T h e mode l is based on the schematic representation of the commerc ia l 
reactor shown i n F i g u r e l e . T h e wafers are supported concentrically and 
perpendicular to the flow direct ion w i t h i n the tube. T h e heats of reaction 
associated w i t h the deposition reactions are small because of the l ow growth 
rates obtained w i t h L P C V D (~2 Â/s) . Fur thermore , at h igh temperatures 
(1000 K) and low pressures (100 Pa), radiation is the dominant heat-transfer 
mechanism. Therefore, temperature differences between wafers and the 
furnace w a l l w i l l be small . Th i s smal l temperature difference eliminates the 
need for an energy balance. Moreover , buoyancy-dr iven secondary flows are 
unl ike ly . In fact, because of the rapid diffusion, the details of the flow field 
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244 MICROELECTRONICS PROCESSING: CHEMICAL ENGINEERING ASPECTS 

need not be accounted for, and simple p l u g flow may be assumed i n the 
annular region. Because the wafer spacing is small (5 mm) relative to the 
wafer diameter (100-150 mm), diffusion may be assumed to be the main 
mode of transport i n the space between the wafers. 

W i t h the assumptions just g iven, the reactant concentration is descr ibed 
by the fol lowing balanced equation i n the wafer region 

Idc 
r dr 

dc\ d2c _ 
r — + — = 0 

dr dzl 

(3D 

where r is the radial coordinate, c is concentration, and ζ is the axial co
ordinate and w i t h the fol lowing boundary conditions 

dc 
dr Cb (32a) 

r=Rw 

and 

dc 
zD — = ksc Btz = zk and ζ = zk + Δ 

dz 
(32b) 

where ch is the bu lk concentration, R w is the S i wafer radius, D is the diffusion 
coefficient, ks is the surface reaction rate constant, and zk is the axial posit ion 
of the kth wafer. 

This l inear system of equations can be solved readi ly by separation of 
variables (170). H o w e v e r , for the small ratios of spacing to wafer d iameter 
(0.05) usually used i n L P C V D reactors, the axial variation w i l l be significant 
only for extremely fast reactions for w h i c h the reactor geometry is inappro
priate (170). Therefore, the equations may be averaged over the axial d i 
rect ion. After making the equation dimensionless, one obtains the fo l lowing 
expression 

(33) 

w i t h 

dy 
= 0 = 1 (34a) 
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5. JENSEN Chemical Vapor Deposition 245 

and 

y = clc0 ξ = r / R w φ 2 = 2Rw
2kJAD (34b) 

In the preceding equations, ξ is a dimensionless radial posit ion, φ is the 
Th ie le modulus , y is d imensional concentration, c0 is input concentration, 
and R w is S i wafer radius. 

This mode l is equivalent to the model for a first-order reaction i n an 
infinite cy l inder of catalysts (214). Analogous to the solution of the catalyst 
particle prob lem, the notation of an effectiveness factor can be introduced 
as the ratio of reaction on each pair of wafers (back and front) to the deposit ion 
rate at the wafer edge, that is, 

where η is the effectiveness factor and ί is the modif ied Bessel function of 
the first k i n d . 

Thus , i f η < 1, the deposit ion proceeds more rapidly at the wafer edge 
than at the inter ior of the wafer, and a nonuni form film thickness results. 
This result is the so-called bull 's -eye effect. F i g u r e 15a illustrates the variation 
i n η w i t h φ for a first-order reaction and a large aspect ratio, A = Rjà. 
F o r the first-order reaction, the film thickness has the we l l -known form 

w h i c h is graphed i n F i g u r e 15b for different values of φ . T h e diffusion 
l imitat ion is apparent at h igh values of φ . 

Modeling of Annular Flow Region. C o n t i n u i n g w i t h this s imple ex
ample , we next consider the annular flow region. The balanced equation for 
this region has the form 

(35) 

δ(ξ) /δ(ξ = 1) = Ζ 0 (φξ) / / 0 (φ) (36) 

(37) 

w i t h the fo l lowing boundary conditions: 

- D - = M r = R t ) (38a) 
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.1 1 ^ 10 100 

0.0 0.2 0.4 0.6 0.8 1.0 

Distance from Wafer Center 

Relative to Wafer Radius 

Figure 15. (a) Effectiveness factor, η, as a function of φ for various aspect 
ratios, (b) Examples of film thickness variations for different values of φ. 

D — 
dr 

= [ (Κ„/Δ)η + a(Rt/K)]Kc(r = fiw) (38b) 

- D ^ = v [ C o - c ( z = 0)] ψ 
dz az 

= 0 (38c) 
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5. JENSEN Chemical Vapor Deposition 247 

In the preceding equations, ν is l inear velocity and Rt is the L P C V D tube 
radius. 

Besides the deposition on the wafers, the radial boundary conditions 
(equations 38a and b) account for deposit ion on the reactor wa l l and the 
support boat. T h e first t erm i n equation 38b represents the deposit ion on 
the wafers, and the second term gives the deposit ion on the boat, α is the 
boat area relative to the tube area. T h e axial boundary conditions (equation 
38c) are the usual Danckwerts boundary conditions. 

Aga in , the fu l l set of equations can be solved, but appropriate s i m p l i 
fications are more instructive. F o r common L P C V D reactions and conditions 
the Dàmkohler and Peclet numbers are small ( « 1 and ~ 1 , respectively). 
Moreover , the annulus is narrow (10-20 mm) compared w i t h the deposit ion 
zone (500 mm). Therefore, radial variation may be neglected, and the fo l 
l owing dimensionless equation results 

^ | - | - ( d " ' + " d ^ = ° ( 3 9 ) 

where Pe = vL/D, = RtakJRwv, and D a 2 = RwkJAv. E q u a t i o n 39 
is the axial dispersion mode l , w h i c h can readily be solved to predict the 
deplet ion of reactant and the corresponding decrease of thickness along the 
length of the tube. Thus , this s imple example demonstrates the close analogy 
between the classical fixed-bed-reactor models and simple L P C V D reactor 
descriptions. This analogy can be exploited i n terms of temperature prof i l ing, 
recycl ing, and moving-bed strategies for improv ing the film thickness v a r i 
ation along the tube (21, 167, 213). However , the recyc l ing and moving-bed 
approaches are not practical because of particulate problems. Moreover , a 
number of compounding factors l imits the use of the s imple effectiveness 
factor analogy. 

Nonuniformity in LPCVD. L P C V D processes typical ly involve several 
reactants w i t h l i tt le or no d i lu t i on , and the deposit ion is associated w i t h 
significant vo lume changes. Thus , mult icomponent diffusion effects may be 
important (21, 167). T h e r m a l entrance effects and reactions occurr ing i n the 
tube before the deposition can also influence the overal l reactor performance 
(215). F l o w simulations indicate that eddies created near wafer edges have 
only a minor effect on the deposit ion rate for normal operating conditions 
(170). However , w i t h large molecules or small particles, these edges may 
lead to increased film thickness near wafer edges. 

Another issue i n L P C V D reactor mode l ing is the transition to molecular 
flow for w h i c h the cont inuum formulation breaks down. This transition may 
be important i n the mode l ing of very low pressure C V D S i epitaxy (22, 23). 
M o n t e Car lo simulations of free molecular flow i n a very low pressure C V D 
reactor for S i epitaxy were i l lustrated i n F i g u r e 7 and discussed i n an earl ier 
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248 MICROELECTRONICS PROCESSING: CHEMICAL ENGINEERING ASPECTS 

section (see Transport Phenomena). T h e cont inuum approach also breaks 
d o w n for the mode l ing of step coverage of micrometer-s ized features. In 
that case, M o n t e Car lo simulations may be used to study changes i n step 
coverage w i t h process conditions (216). 

L P C V D chemistry is complex, w i t h reactions invo lv ing both gas-phase 
and surface chemistry . Because the process ideal ly operates i n a regime 
control led by chemical reactions, it is very sensitive to chemical pathways 
and rates. F u r t h e r m o r e , as discussed earlier (see C h e m i c a l Reaction M e c h 
anisms and Kinet ics ) , the gas-phase kinetics is inf luenced by pressure effects. 
T h e deposit ion of pure and i n situ-doped polycrystall ine S i is an i l lustrative 
example of how variations i n chemical pathways and rates can dramatical ly 
effect a C V D process. Polycrystal l ine S i can be grown uni formly at approx
imately 100 Â /min w i t h relatively few difficulties (21,217). T h e growth occurs 
pr imar i l y by heterogeneous decomposit ion of S i H 4 . I f the classical rate data 
from P u r n e l l and Walsh (218) are extrapolated to l ow pressures, i n w h i c h 
case S i H 4 decomposit ion is a first-order reaction, the influence of gas-phase 
reactions is overpredicted by two orders of magnitude (Figure 6). This ov-
erpredict ion c learly demonstrates the importance o f inc lud ing pressure ef
fects i n the kinetics . 

F r o m a device-manufacturing v i ew point , the abi l i ty to dope polycrys
tal l ine S i d u r i n g deposit ion is advantageous. However , the addit ion of small 
amounts of P H 3 (<1%) to the S i H 4 feed gas greatly affects the process, w i t h 
the rate o f deposit ion changed from 100 Â/min w i t h h igh uni formity to a 
m u c h reduced rate of 5 A / m i n w i t h severe radial variation (217). Th is be 
havior cannot be explained by the s imple effectiveness factor analysis p re 
viously out l ined . W h e n the growth rate decreases, the uni formity is expected 
to improve , but it is i n fact degraded. T h e explanation for the phenomenon 
resides i n the combined S i H 4 gas-phase and surface chemistry. 

SiH4 Surface Reactions. T h e in i t ia l reactions invo lved i n the gas-phase 
decomposit ion of S i H 4 have been descr ibed (see Gas-Phase Reaction M e c h 
anisms and Kinetics) . The decomposit ion involves the h ighly reactive species 
S i H 2 , w h i c h readi ly inserts itself into S i H 4 to form higher order silanes, such 
as disilane and trisi lane. S i H 4 is adsorbed and reacts on sol id surfaces w i t h 
a low reaction probabi l i ty (144-148), whereas S i H 2 , S i 2 H 4 , and S i 2 H 6 react 
readily. P H 3 poisons the S i surface and blocks the S i H 4 surface reaction 
(152). H o w e v e r , surface poisoning by P H 3 need not affect the more reactive 
S i H 2 and higher silanes. Thus , the deposit ion scheme for i n s itu-doped 
polycrystal l ine S i involves a slow gas-phase reaction fol lowed by a very rap id 
surface reaction (i .e., w i th a smal l effectiveness factor), w h i c h explains the 
low but h ighly nonuniform growth rates. 

W i t h the or iginal silane chemistry data, models predict that the reactive 
species leading to nonuni form growth is S i H 2 (219, 220). H o w e v e r , new 
laser spectroscopy data by Inoue et al . (59) and by Jasinski et al . (108) make 
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5. JENSEN Chemical Vapor Deposition 249 

the S i H 2 insert ion reaction three orders of magnitude faster than predic ted 
by the classical analysis. These new data indicate that S i H 2 is present only 
i n smal l amounts and that the nonuniformity is therefore caused by the 
higher silanes, part icularly disilane and si lylsi lene (215). This example d e m 
onstrates the importance of detai led information on reaction paths and rates. 
Analogous mechanisms invo lv ing gas-phase species are b e h i n d the n o n u n -
iformities i n other L P C V D systems,such as S i 3 N 4 (167). 

Modeling of Cold-Wall, Atmospheric-Pressure C V D Reactors. 
Horizontal CVD Reactors. C V D at reduced and atmospheric pressures is 
strongly affected b y fluid-flow phenomena and gas-phase reactions. As de 
scribed i n a previous section (see Transport Phenomena), entrance effects 
and buoyancy-dr iven flows caused by large thermal differences between w a l l 
and susceptor temperatures can generate h igh growth rates and composit ion 
nonuniformities. These effects are particularly pronounced d u r i n g epitaxial 
growth w h e n the substrate temperature is h igh and mass transfer often 
controls the deposit ion rate. 

Simple Analytical Models. To derive s imple analytical models for hor 
izontal reactors, two flow simplifications have been used: boundary layer 
s imilarity models and film theory (see Table 3 i n reference 212). I n these 
treatments, a constant concentration shape is assumed from the start of the 
deposit ion zone or from an axial posit ion after the in i t ia l concentration profile 
development zone. Thereafter, the shape stays constant, w i t h only the ab
solute magnitude of the concentration changing w i t h axial posit ion. 

F o r mass-transfer-controlled growth, this assumption necessarily leads 
to an exponential form for the axial variation i n film thickness, δ, relative to 
the film thickness of the leading edge of the susceptor, δ 0 . T h e result is 

δ / δ 0 = exp[-(Dz/dh<v>)] (40) 

where h is the height of the reactor, < υ > is the average l inear velocity , 
and d depends on the concentration profile assumed. As for other film theory 
models, Did may be thought of as the mass-transfer coefficient for the system 
(221). F o r the stagnant-layer mode l , d corresponds to the stagnant-layer 
thickness, that is, the characteristic distance over w h i c h diffusion takes place 
(178). 

T h e treatment can be modif ied to inc lude effects of the temperature 
development and t i l t ing of the susceptor by using the temperature depen 
dence of the diffusion coefficient and adjusting d and < u > (191). I n this 
manner, the experimental data can be correlated, but the mode l has l i m i t e d 
capabil ity for predic t ing behavior beyond the particular set of experiments 
used to fit the model . In fact, because of the low values of the Reynolds 
number (<50) i n typical horizontal C V D reactors, film theory and s imple 
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250 MICROELECTRONICS PROCESSING: CHEMICAL ENGINEERING ASPECTS 

boundary layer models are inappropriate. The boundary layer grows quick ly 
and exceeds the height of the reactor before the reactor exit. Moreover , 
thermal expansion and buoyancy-dr iven entrance flow phenomena (see 
Transport Phenomena) make the use of classical boundary layer theory mean
ingless. Thus , the good agreement between average growth rates and pre 
dictions from models of the form i n equation 40 may be due to fortuitous 
off-setting effects of s impl i fy ing assumptions rather than to a correct physical 
p icture (168). 

Two-Dimensional Modek. Two-dimensional ful ly parabol ized trans
port models have also been used to predict velocity, concentration, and 
temperature profiles along the length of horizontal reactors. T h e work by 
C o l t r i n et a l . (85, 86) is notable, be ing one of the first efforts to inc lude 
detai led kinetics models i n C V D reactor s imulat ion, analogous to what has 
been done for combust ion model ing . B y using sensitivity analysis, a m e c h 
anism was der ived consisting of 17 species and 27 elementary reactions from 
a detai led S i H 4 pyrolysis scheme invo lv ing 120 elementary reactions. E x 
per imental ly de termined kinetics parameters were available for a few steps, 
and the remain ing rate parameters were estimated. In addit ion, a fu l l m u l 
t icomponent transport formalism useful for general C V D reactor mode l ing 
was introduced , along w i t h thermodiffusion. T h e mode l simulations d e m 
onstrated the importance of gas-phase reactions and underscored the ne
cessity of in c lud ing detai led homogeneous and heterogeneous kinetics i n 
C V D reactor models. F u r t h e r m o r e , comparisons of mode l predictions w i t h 
diagnostic experiments using laser showed good agreement, even for minor 
species such as S i atoms (99, 100). 

Three-Dimensional Models. As previously discussed (see Transport 
Phenomena) i n connection w i t h F i g u r e 8, transverse variations i n film thick
ness exist i n addit ion to axial variations even in the absence of buoyancy-
dr iven secondary flows because of the influence of the side walls. Moreover , 
the presence of buoyancy-dr iven rolls superimposed on the main flow leads 
to considerable addit ional spatial variations i n the growth rate. F o r example, 
for cooled side walls, the growth is suppressed i n the region around the 
midplane of the reactor and increases near the side walls (see F i g u r e 8c), 
whereas for insulated side walls , the opposite growth rate behavior is ob
served for values of the Rayle igh number exceeding the cr i t ical value (see 
F i g u r e 8b). 

The three-dimensional , fully parabolic flow approximation for m o m e n 
t u m and heat- and mass-transfer equations has been used to demonstrate 
the occurrence of these longitudinal ro l l cells and their effect on growth rate 
uni formity i n S i C V D from S i H 4 (87) and GaAs M O C V D from G a ( C H 3 ) 3 

and A s H 3 (189). H o w e v e r , gas expansion i n the entrance zone combined 
w i t h flow obstructions, such as a steeply sloped susceptor, can also produce 
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5. JENSEN Chemical Vapor Deposition 251 

fully three-dimensional return flows, as i l lustrated in F i g u r e 9. Therefore, 
to obtain a realistic picture of horizontal reactor performance, three -d imen
sional transport descriptions must be inc luded , i n addit ion to detai led re 
action schemes. 

Vertical CVD Reactors. Mode ls of vert ical reactors fall into two broad 
groups. In the first group, the flow field is assumed to be descr ibed by the 
one-dimensional s imi lar i ty solution to one of the classical axisymmetric flows: 
rotating-disk flow, impinging- jet flow, or stagnation point flow (222). A de
tailed chemical mechanism is inc luded i n the model . In the second category, 
the finite d imension of the susceptor and the presence of the reactor walls 
are inc luded i n a detai led treatment of axisymmetric flow phenomena, i n 
c lud ing inert ia- and buoyancy-dr iven recirculations, whereas the chemical 
mechanism is s impl i f ied to a few surface and gas-phase reactions. 

Po l lard and co-workers are the pr imary exponents of the first approach 
(165, 166, 208, 223, 224). B y taking advantage of the reduced one -d imen
sional s imilarity solution, they investigated a number of mode l ing issues, 
inc lud ing the sensitivity of the mode l predictions to inaccuracies i n ther 
modynamic data (224) and to thermodiffusion effects (208). T h e mechanism 
under ly ing M O C V D of GaAs has also been explored by formulat ing a de
tai led gas-phase and surface reaction scheme (166). Recently , C o l t r i n et al . 
used the same approach to extend the detailed S i deposition mechanism to 
a rotating-disk reactor (225). 

The second approach to the model ing of vert ical C V D reactors aims at 
understanding the l imits of the classical analysis and predic t ing the effects 
of buoyancy, susceptor rotation, susceptor edge, and reactor geometry on 
film thickness uni formity and interface composit ion abruptness between suc
cessive layers (24, 171, 173, 179, 196, 198, 205, 226, 227). T h e transport 
phenomena invo lved and the effects of deposition uniformity have already 
been discussed (see Transport Phenomena). The reactor models have been 
l i m i t e d to a few, i n some cases generic, gas-phase and surface reactions. As 
in the case of horizontal reactors, the detailed transport and chemistry de 
scriptions must be merged to obtain realistic descriptions of vert ical C V D 
reactors that can be used for design and optimization computations. 

Modeling of Miscellaneous C V D Reactors. I n addit ion to the 
classical C V D reactor configurations discussed i n the preceding sections, a 
wide variety of C V D reactor configurations have been used, inc lud ing barrel 
and pancake-type reactors for epitaxy and vertical cross-flow L P C V D reac
tors. Barre l reactors have often been modeled as horizontal reactors, because 
the flow geometry of one barrel side is s imilar to that of a horizontal reactor 
(Table 3 i n reference 212). However , the s imilarity disappears i f buoyancy 
effects and barre l rotation are inc luded i n the analysis. 
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Relat ively few analyses have been done of other reactor geometries. 
Transport and reaction processes i n the classical C V D systems must be 
understood i n order to resolve misconceptions i n the l i terature and opt imize 
existing processes. However , new reactor designs must be considered i n 
the development of reactors capable of y i e ld ing uni form f i lm thickness and 
composit ion over a large area, as w e l l as prov id ing sharp interfaces between 
layers. In addit ion, microscopic factors, such as morphological stability and 
step coverage, must be inc luded i n the mode l ing effort. 

Modeling of Nonconventional C V D Processes. M o d e l i n g of n o n -
conventional C V D processes, such as plasma-enhanced C V D and photon-
st imulated C V D , follows the same framework as the mode l ing of standard 
C V D processes, w i t h modifications to account for the different energy input . 
F o r plasma-enhanced C V D , the mode l must inc lude the transport of charged 
species (electrons and ions), the energy d istr ibut ion of electrons, i o n -
molecule interactions, and electron-impact reactions, i n addit ion to the usual 
transport and reactions of neutral species. This complex mode l ing prob lem 
is discussed i n detai l by Hess and Graves i n Chapter 8. 

Photons can promote C V D reaction b y different routes (34, 35). O n e or 
more photons may lead to the photolysis of a reactant and the formation of 
h ighly reactive photofragments i n the gas phase. T h e l ight can also be ab
sorbed b y adsorbed species, w h i c h then undergo reactions, or it can alter 
the surface states of the so l id and promote reaction. F i n a l l y , the l ight can 
be transformed into heat i n the top surface layer, and the result ing heat 
drives the deposit ion process direct ly . These processes are be ing studied 
pr imar i l y for laser d i rec t -wr i t ing and etching applications, and they w o u l d 
benefit from combined reaction-and-transport model ing . H o w e v e r , except 
for thermal processes, relatively few analyses have been made of these pho 
ton- induced processes. 

Pyrolytic- laser-assisted C V D is analogous to thermal ly d r i v e n C V D , but 
instead of a diffuse heating source, a focused laser beam is used to define 
deposit ion areas spatially (32, 38, 39) or to heat the gas phase selectively 
(228). T h e use of laser has the added advantages of increased energy flux 
and rap id heating. To avoid photochemistry, the gas phase must be trans
parent to the radiation. 

T h e analysis of the thermal process is interest ing for several reasons. 
F i r s t , measurement of the temperature i n the irradiated spot is difficult; 
therefore, the temperature must be estimated by model ing . Analyt i ca l 
expressions for the temperature rise have been developed (229, 230), but 
extension of these approaches to cases w i t h irregularly shaped deposits on 
a substrate w i t h t i m e - and temperature-dependent properties is difficult. 

Second, the cross-sectional profile o f the growing film can show severe 
nonl inear behavior w h e n the laser power is var ied . A t l ow power, the profile 
follows the Gaussian shape of the laser beam intensity, but at h igh power, 
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5. JENSEN Chemical Vapor Deposition 253 

volcano-shaped deposits form (38). B y using a detailed finite-element mode l 
of the transient heat transfer i n the substrate coupled w i t h gas-phase heat 
and mass transfers, the substrate temperature can be accurately predicted , 
and volcano effect can be shown to be caused by deplet ion and nonl inear 
surface kinetics (231, 232). Examples of the different shapes of deposits are 
i l lustrated i n F i g u r e 16. 

0.0 0.5 1.0 1.5 2.0 2.5 10 0.0 0.5 10 1.5 2.0 2.5 3.0 
r/w 

Figure 16. Examples of deposition shapes in pyrolytic-laser-assisted CVD: (a) 
first-order surface reaction, no mass-transfer effects; (b) first-order surface 
reaction, depletion effects; and (c) Langmuir-Hinshelwood surface kinetics, no 
mass transfer effects. The ratio r /w is the radial position relative to the beam 

width (231, 232). 
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T h i r d , the l ine can become unstable d u r i n g laser w r i t i n g , and instead 
of a single l ine , a periodic pattern of discrete deposits is obtained (233-235). 
This pattern is analogous to bifurcations i n other spatially d istr ibuted sys
tems, such as catalytic fixed-bed reactors, and can be analyzed i n the same 
manner (235). 

In laser-assisted thermal C V D by gas-phase heating, the laser is used 
to vibrational ly excite the gas (e.g., S i H 4 ) and active film precursors (e.g., 
S i H 2 ) . The mode l ing of these processes revolves around the transport p h e 
nomena that control the access of the film precursors to the surface, as 
exempli f ied by the finite-element analysis by Patnaik and B r o w n of amor
phous si l icon deposit ion (228). 

F i n a l l y , photosensitization is used i n wide-area photochemical C V D , 
because generation of sufficient U V photons over a large area to dr ive the 
chemistry direct ly is difficult. H g vapor is usually used as a sensitizer, or it 
is naturally present, as i n the growth of H g C d T e (43). H g is readi ly excited 
by an external H g lamp according to the fo l lowing reaction: 

H g + M 2 5 3 . 7 nm) -> H g * (41) 

T h e energy is subsequently transferred from H g * to other gas-phase species 
by collisions. M o d e l i n g studies of this process are few, but the concepts of 
photochemical reaction engineering (236,237) can be adapted to this system. 

Conclusion 

C h e m i c a l vapor deposit ion is a key process for the growth of electronic 
materials for a large variety of devices essential to modern technology. Its 
flexibility and relatively low deposition temperatures make C V D attractive 
for future device applications i n S i and compound-semiconductor technol 
ogies. T h e process involves gas-phase and surface reactions that must be 
control led to achieve desired material and electronic properties. 

Except for silane chemistry , C V D chemical mechanisms and kinetics 
are poorly characterized. C u r r e n t l y , the interest i n understanding C V D 
chemistry is growing, and the results w i l l be essential to the future deve l 
opment of the process. 

C V D reactors involve transport phenomena that are analogous to those 
found i n other chemical ly reacting systems, specifically heterogeneous cat
alytic reactors and combustion systems. 

L P C V D reactor mode l ing involves many of the same issues of m u l t i -
component difiusion reactions that have been studied i n the past decade i n 
connection w i t h heterogeneous catalysis. Complex fluid-flow phenomena 
strongly affect the performance of atmospheric-pressure C V D reactors. T w o -
dimensional and some three-dimensional flow structures in the classical hor 
izontal and vert ical C V D reactors have been explored through flow v isual -
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5. JENSEN Chemical Vapor Deposition 255 

ization and detai led transport computations, and an increased understanding 
of the role of gas expansions, buoyancy effects, and reactor enclosure design 
i n the overall transport phenomena is emerging. However , fully three -d i 
mensional structures remain to be completely understood. 

The applications of nonconventional C V D processes, such as laser and 
plasma processing, are l ike ly to expand, and these applications require an 
increased fundamental understanding of the under ly ing chemistry and trans
port processes. 

Abbreviations and Symbols 

«AC lattice constant of compound A C 
c concentration 

bulk concentration 
Co input concentration 
cP 

heat capacity 
D molecular d i fus iv i ty 

b inary molecular diffusivity 
£>,„, mult icomponent diffusivity of trace i in mixture m 
g refers to gaseous state w h e n used as a superscript 
H, molar enthalpy of component i 
h modif ied Bessel function of the first k i n d , of order zero 

modi f ied Bessel function of the second k i n d , of order one 
J, flux of compound i relative to mass average velocity 
k thermal conduct ivity 
K surface reaction rate constant 
k, fcj, fc2 rate constants 
k x rate constant at high-pressure l imi t 
L length of deposit ion zone i n L P C V D reactor 
n outward normal to the deposition surface 
n g n u m b e r of gas-phase reactions 
ns n u m b e r of surface reactions 
n , f i l m n u m b e r of film atoms i n species i 
Ni flux of component i 
M average molecular weight 
0 refers to the standard state w h e n used as a superscript 
Ρ pressure 
ΡΑ, P M partial pressures of A and M , respectively 
Pi partial pressure of component i 
Peq e q u i l i b r i u m pressure 
r radial coordinate 
r * crit ical nucleation radius 
R gas constant 
R / j t h gas-phase reaction 
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ft/ j t h surface reaction 
H, L P C V D tube radius 
fiw S i wafer radius 
s refers to the surface w h e n used as a superscript 
S n u m b e r of species 
Γ temperature 
t t ime 
υ l inear velocity 
<v> average l inear velocity 
V atomic vo lume 

molar vo lume of film 
mole fraction component i 

y dimensional concentration 
ζ axial coordinate 
Zfc axial posit ion of fcth wafer 
α boat area relative to tube area 
α? thermal difiusivity ratio 
Ί surface tension 
7, activity coefficient of component i 
δ film thickness 
δ 0 

film thickness at leading edge of substrate 
Δ wafer spacing 
ζ dimensionless radial posit ion 
η effectiveness factor 
μ viscosity 

chemical potential of component i 
ν, stoichiometric coefficient 

stoichiometric coefficient for surface reactions 
ξ dimensionless radial posit ion 
Ρ density 
Φ Thie l e modulus 
Ω interaction parameter (see equation 11) 
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Diffusion and Oxidation of Silicon 

Richard B. Fa i r 

Microelectronics Center of North Carolina, Research Triangle Park, NC 27709, 
and Department of Electrical Engineering, Duke University, Durham, 
N C 27706 

Oxidation and diffusion in silicon are processes that significantly affect 
the fabrication of microelectronic devices. However, our knowledge 
of the fundamental principles governing these processes is inade
quate, and this inadequacy affects our ability to understand and 
model submicrometer ultralarge-scale-integration technologies. 
These advanced processes require p-n junctions of 1000-Å depth and 
oxides of 100-Å thickness. The existing theories and models do not 
adequately describe the physical mechanisms that dominate diffusion 
and oxidation in these regimes. The theories, new ideas, issues, and 
unknowns about these processes are reviewed in this chapter. 

S I L I C O N - P R O C E S S I N G T E C H N O L O G Y has depended heavily on thermal ox
idation and the diffusion of impuri t ies since the 1950s. T h e use of difiusion 
techniques to form p - n junctions was disclosed i n a 1952 patent b y Pfann 
(I). Since then , numerous approaches have been studied on how to introduce 
dopants into si l icon w i t h the goal of control l ing the electrical properties of 
the junct ion , concentrations of dopants, uni formity and reproduc ib i l i ty , and 
cost of manufacture. T h e r m a l oxides were used ini t ia l ly to selectively mask 
dopants dur ing diffusion steps. Add i t i ona l research indicated that the pas
sivation properties of thermal oxides may be used to advantage i n devices. 
Two very important developments i n semiconductor technology grew out of 
research i n oxides: the planar process invented by H o e r n i (2) and the M O S 
(metal -oxide-semiconductor) transistor, w h i c h was first disclosed by K a h n g 
and Ata l la (3). 

Oxidat ion and diffusion continue to be important i n submicrometer V L S I 
(very-large-scale integration) technology. M o d e r n integrated devices require 

0065-2393/89/0221-0265$14.85/0 
© 1989 American Chemical Society 
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ultrashallow junctions of 1000-Â depth and th in oxides of 100-A thickness. 
These requirements make it necessary for semiconductor scientists and en 
gineers to refine further the knowledge base governing these processes. 
Short -t ime or low-temperature steps are needed to produce shallow junctions 
and th in oxides. These processing regimes have never been explored before, 
and recent data have shown that unusual transient effects occur d u r i n g dopant 
difiusion. The models based on existing theories of oxidation do not apply 
w e l l to oxides whose thicknesses are less than 350 A . 

A l though oxidation and diffusion are closely interrelated processes, they 
w i l l be discussed separately i n this chapter. However , the effects of oxidation 
on diffusion and those of dop ing on oxidation w i l l be covered to emphasize 
the interrelationships that exist. T h e treatment of the subject is not ex
haustive; m y intent ion is to give the reader a background of the subject and 
to inform the reader about the issues and the gaps i n our knowledge of these 
processes. 

Diffusion 

This section focuses on the diffusion of impuri t ies i n s i l icon. Because of the 
large solid solubi l i ty i n si l icon of group III and group V doping impur i t ies , 
difiusion proceeds by interactions w i t h point defects: s i l icon vacancies and 
sil icon self-interstitials. E a c h high-temperature processing step can change 
the levels of vacancies and self-interstitials and, therefore, the diffusion of 
impuri t ies . These effects can be understood at two l eve l s—the atomic leve l 
and the cont inuum level . A discussion of diffusion from both points of ref
erence is prov ided in the fo l lowing sections. 

T h e process of introduc ing impurit ies into si l icon is cal led predeposition. 
C h e m i c a l predeposit ion is descr ibed i n terms of a solution to the diffusion 
equation. Predeposit ion by ion implantation is described i n terms of ion 
penetration into s i l icon, distributions of implanted impur i t ies , lattice d a m 
age, etc. 

Continuum Theory. Solid-state difiusion is descr ibed i n terms of a 
continuity equation k n o w n as F i ck ' s second law: 

E q u a t i o n 1 describes the rate of change of the concentration of i m p u r i t y 
w i t h t ime. T h e diffusion coefficient D is expressed in square centimeters per 
second, and the concentration C is expressed usually in number of atoms 
per cubic centimeter . 

(1) 
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6. FAIR Diffusion and Oxidation of Silicon 267 

W h e n D is constant, the surface concentration of the diffusing impur i ty 
is fixed, the concentration of the i m p u r i t y at χ = o°, C(«>, f), is 0 for a l l t ime , 
and the concentration at any point i n the crystal at t = 0, C(x, 0), is 0. 
U n d e r these conditions, the solution to equation 1 is g iven by (4) 

where erfc is the complementary error function. I f C(«>, t) = CB and C(x, 
0) = C B , where CB is the background doping concentration i n the semi 
conductor, then 

Thus , for the boundary conditions just described, the concentration of i m 
pur i ty as a function of space and t ime is g iven b y a complementary error 
function (erfc) whose argument is x / V D f . T h e complementary error function 
is a tabulated function. 

Diffusion processes that are performed w i t h a constant surface concen
tration are normal ly referred to as predeposit ion steps. Predepositions are 
usually done i n N 2 furnace ambients w i t h a smal l percentage of 0 2 , and the 
doping species is introduced into the furnace i n gaseous form. T h e dopant 
concentration i n the N 2 gas stream is var ied to change the surface concen
tration i n the si l icon. Typica l predeposit ion temperatures are 900-1000 °C, 
and typical predeposit ion periods are 3 0 - 6 0 m i n . T h e sources of dopants 
inc lude l iquids , solids, and gases. 

Boron. F o r the predeposit ion of boron, the most prevalent species i n 
the gas phase i n the furnace is B 2 0 3 . Once B 2 0 3 is deposited on the si l icon 
surface, the oxide reacts w i t h the si l icon to b r i n g about doping , as shown 
i n equation 4. 

B 2 0 3 may come from either one of the reactions descr ibed i n equations 5 
and 6. 

B 2 0 3 + - S i (4) 

2 H 3 B ° 3 TS^S B 2 ° 3 + 3 H 2 0 (5) 

4 B N + 3 0 2 -H> 2 B 2 0 3 + 2 N 2 (6) 

T h e source of boron ni tr ide i n equation 6 may be the disks about the size 
of a si l icon wafer that are placed next to the wafers i n the diffusion furnace. 
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268 MICROELECTRONICS PROCESSING: CHEMICAL ENGINEERING ASPECTS 

B y vary ing the partial pressure of the gas phase of the dopant i n the 
furnace, the concentration of impurit ies i n the si l icon can be changed. H e n 
ry's law relates the concentration of dopants that are introduced i n the furnace 
to the surface concentration by the relation C0 = Hps, where C0 is the 
surface concentration of dopant, H is Henry ' s constant, and ps is the part ial 
pressure of the dopant gas. 

F i g u r e 1 is a plot of boron concentration versus ps that illustrates Henry ' s 
law. W h e n the sol id solubi l i ty of boron i n si l icon is reached, Henry ' s law 
no longer applies. Thus , most predeposit ion steps are operated at a suffi
c ient ly h igh partial pressure i n the dopant gas phase to achieve sol id so lubi l i ty 
of the dopant i n the s i l icon. This requirement provides a natural control for 
reproducible difiusion results. 

Phosphorus. F o r the predeposit ion of phosphorus, the predominant 
species i n the gas phase is P 2 0 5 . T h e doping reaction w i t h P 2 0 5 is shown 
i n equation 7. 

P 2 O s + - S i - S i 0 2 + 2 P 
2 

(7) 

Sources of P 2 O s vapor are sol id P 2 O s , r e d phosphorus, P O C l 3 , P B r 3 , 
N H 4 H 2 P 0 4 , or P N . 

3 Χ 10 2 0 

Ε 
ο ϋ 

Solid solubility of 

Β in Si at 1100 °C 

/ 
/ 

/ 
/ 

/ 
/ 

/ 

— y% Line corresponds to Henry's law. 
/ with Η = 2 Χ 10 2 5 atm/cm3 

I I I 
0.5 1.5 2X 10 

Ps (Torr) 

Figure 1. Surface concentration of boron as a function of the partial pressure 
of B203 in the ambient at 1100 °C. (Reproduced with permisssion from ref

erence 118. Copyright 1988 Noyes Publications.) 
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6. FAIR Diffusion and Oxidation of Silicon 269 

T h e goal of the predeposit ion step is to deposit some n u m b e r of atoms 
per square centimeter , Q(t), i n the si l icon substrate. That n u m b e r is ca l 
culated by integrating the total concentration per cubic cent imeter from 0 
to °° as shown i n equation 8. 

Once the predeposit ion is completed w i t h Q atoms per square centimeter , 
the next step is to redistr ibute the atoms to give the desired junct ion depth . 

I f Q atoms per square cent imeter are deposited on the semiconductor 
surface w i t h the boundary conditions C(x, t = 0) = Qb(x) and C(«>, t) = 0 
(4), then the d istr ibut ion of impuri t ies after diffusion for a t ime t is g iven by 
a Gaussian function solution to equation 1 (equation 9). 

T h e Gaussian d is tr ibut ion can be used to describe the i m p u r i t y profile that 
results from a d r i v e - i n step w i t h no dopant gas i n the furnace. T h e d r i v e - i n 
step itself is per formed i n several types of ambients: dry oxygen, steam, 
nitrogen, or argon. T h e dr ive - in temperatures range from 900 to 1200 °C. 

T h e analytical solutions to F i ck ' s continuity equation represent special 
cases for w h i c h the diffusion coefficient, D , is constant. I n practice, this 
condit ion is met only w h e n the concentration of diffusing dopants is be low 
a certain l eve l (~1 X 1 0 1 9 a toms / cm 3 ) . A b o v e this dop ing density, D may 
depend on local dopant concentration levels through electric field effects, 
F e r m i - l e v e l effects, strain, or the presence of other dopants. F o r these cases, 
equation 1 must be integrated w i t h a computer . T h e form of equation 1 is 
essentially the same for a wide range of nonl inear diffusion effects. Thus , the 
research emphasis has been on understanding the complex behavior of the 
diffusion coefficient, D , w h i c h can be accomplished by studying diffusion at 
the atomic leve l . 

Atomic Theory of Diffusion. Diffusion Mechanisms. T h e atomic 
theory of diffusion describes how an atom moves from one part of a crystal 
to another. T h e lattice sites i n a crystal are assumed to be fixed locations of 
the atoms making u p the crystal . T h e atoms oscillate around these lattice 
sites, w h i c h are their e q u i l i b r i u m positions. These oscillations lead to finite 

(8) 

(9) 

Pu
bl

is
he

d 
on

 M
ay

 5
, 1

98
9 

on
 h

ttp
://

pu
bs

.a
cs

.o
rg

 | 
do

i: 
10

.1
02

1/
ba

-1
98

9-
02

21
.c

h0
06



270 MICROELECTRONICS PROCESSING: CHEMICAL ENGINEERING ASPECTS 

chances that an atom w i l l move from its lattice site to another posit ion i n 
the crystal. Atoms can move from one site i n the crystal to another through 
the vacancy mechanism, the interstit ial mechanism, and the interstit ialcy 
mechanism (Figure 2). 

O n the basis of thermodynamic considerations, some of the lattice sites 
i n the crystal are vacant, and the n u m b e r of vacant lattice sites generally is 
a function of temperature. T h e movement of a lattice atom into an adjacent 
vacant site is cal led vacancy diffusion. In addit ion to occupying lattice sites, 
atoms can reside i n interst it ial sites, the spaces between the lattice sites. 
These interst it ial atoms can readi ly move to adjacent interst it ial sites without 
displacing the lattice atoms. This process is cal led interst it ial diffusion. T h e 
interstit ial atoms may be i m p u r i t y atoms or atoms of the host lattice, but i n 
either case, interst it ial atoms are generally present only i n very di lute 
amounts. H o w e v e r , these atoms can be h ighly mobi le , and i n certain cases, 
interstit ial diffusion is the dominant diffusion mechanism. 

A mechanism related to interstit ial diffusion is the interstitialcy m e c h 
anism. In this process, an interst it ial atom moves into a lattice site by d is -

ooooo ooooo o o oo ooooo 
ο ο ο ο ο ο ο ο ο ο ο ο 

(a) The vacancy diffusion mechanism, (b) The interstitial diffusion mechanism. 

Ο Ο Ο Ο 

ο j f o ο ο ο ο ο 
(c) The interstitialcy mechanism. 

Figure 2. Dominant diffusion mechanisms in silicon. 
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6. FAIR Diffusion and Oxidation of Silicon 271 

placing the atom on that site onto an adjacent interstit ial site. A l t h o u g h 
several other diffusion mechanisms may exist i n semiconductors, the three 
mechanisms just descr ibed are dominant i n si l icon. 

The Flux Equation in Diffusivity. The n u m b e r of atoms that cross a 
unit area i n unit t ime is known as the flux. In one d imens ion , the atoms 
only move to the right or to the left w h e n they change posit ion along the χ 
axis (Figure 3). I n this s imple case, the atoms are assumed to be located i n 
planes at x0 and x0 + αω as shown i n the figure. The flux / is s imply the 
product of the concentration C and the velocity υ. 

T h e net flux is the difference between the flux to the right and and that to 
the left. 

where CXO and C X O + T T O are the concentrations at x0 and x0 + a0, respectively. 
T h e factor lA i n equation 11 arises from the fact that at any one plane, hal f 

χ = CO (10) 

(11) 

ζ 

Unit area 

χ 

Figure 3. Flux in the χ direction through the unit area in unit time. The planes 
of unit area are located at χ = xQ and χ = xQ + aQ. (Reproduced with permission 

from reference 118. Copyright 1988 Noyes Publications.) 
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272 MICROELECTRONICS PROCESSING: CHEMICAL ENGINEERING ASPECTS 

of the atoms move i n the + x direct ion and other other hal f move i n the 
-x d irect ion. W h e n a0 approaches 0, 

(12) 

\ a0 / ax 

and equation 11 becomes 

' • - - ϊ - f ( 1 3 » 

F o r mot ion by discrete jumps between planes a0 apart, the velocity is the 
product of the n u m b e r of jumps per second, Γ, and the distance a0 of each 
j u m p . E q u a t i o n 13 may now be wr i t ten as 

' • - - î ^ f < " » 

and the quantity xha^Y is cal led the diffusivity or diffusion coefficient D . 

D = \aJT (15) 

E q u a t i o n 15 shows that for diffusion by a particular mechanism, the ca lcu
lation of the diffusivity is reduced to the calculation of the j u m p frequency 
Γ. T h e j u m p frequency by the vacancy mechanism is g iven by 

Γ = Xvw (16) 

where w is the frequency at w h i c h an atom and an adjacent ne ighbor ing 
vacancy exchange and Xc is the probabi l i ty that the adjacent site is vacant. 
F r o m statistical thermodynamics , the vacancy atom fraction is g iven by equa
t ion 17 

X , = exp (àSf/k) exp (-àHf/kT) (17) 

where AS^ i s the entropy of formation of the vacancy and A H j i s the enthalpy 
of vacancy formation. These terms are related to the G i b b s free energy 
change for vacancy formation (AGy) through equation 18. 

àGf = AHf - TàSf = -kT In X , (18) 

T h e frequency w is more difficult to der ive from fundamental pr inc ip les , 
but a discussion of the physics invo lved i n evaluating w provides useful 
insights into the quantities that affect diffusion. 
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6. FAIR Diffusion and Oxidation of Silicon 273 

I n self-diffusion by the vacancy mechanism, a lattice atom moves from 
a normal lattice site to a vacancy. A s shown i n F i g u r e 4, the atom must 
move from the normal lattice site i n a to the saddle point posit ion i n b to 
reach the vacancy at c. The energy at the saddle point is greater than that 
at the e q u i l i b r i u m lattice sites, and the atoms must be sufficiently activated 
i n order to move to b and then to c. T h e fraction of the lattice atoms activated 
to the saddle point is related to the G i b b s free energy change between 
positions a and b. T h e atom fraction of activated atoms, X m , is expressed by 

Xm = exp (ASJk) exp ( - AHJkT) (19) 

where ASm and AHm are the entropy and enthalpy of mot ion , respectively. 
T h e frequency w at w h i c h an atom and an adjacent neighbor ing vacancy 

exchange can be wr i t t en as 

w = Xmy (20) 

where the frequency -y is generally not known and is usually taken as the 
lattice v ibrat ion frequency of an atom about its e q u i l i b r i u m site, w h i c h is i n 
the order of 1 0 1 3 / s . C o m b i n i n g equations 16, 17, 19, and 20 yields the 
expression for the j u m p frequency for vacancy self-diffusion. 

Γ = γ exp [(ASf + ASJ/Jfc] exp [ - (AHf + AHm)/kT] (21) 

(a) 

o Q o ο 
o b o ο 

( b ) ( c ) 

Figure 4. The sequence a-c shows the movement of the atom from a normal 
lattice site to an adjacent vacancy. Part d shows the variation of free energy 
as the atom moves from a to c. {Reproduced with permission from reference 

119. Copyright 1981 Academic Press.) 
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274 MICROELECTRONICS PROCESSING: CHEMICAL ENGINEERING ASPECTS 

Exper imenta l ly , diffusivity is g iven by the Arrhen ius expression 

D = D0exp(-EA/kT) (22) 

where EA is the activation energy. Thus , the diffusivity is given b y 

D = i α σ
2

Ύ exp [ (AS/ + ASJ/Jfc] exp [ - ( A H / + A H m ) / f c T ] (23) 

A comparison of equations 22 and 23 gives the prefactor D0 as 

Do = I α 0
2

Ύ exp [(AS/ + A S J / * ] (24) 

and 

EA = A H / + A H m (25) 

Therefore, diffusivity is basically the product o f the lattice v ibrat ion 
frequency, vacancy concentration, and activated-lattice concentration (equa
t ion 26). 

D = \a*XvXml (26) 

Also , the activation energy for vacancy diffusion depends upon the energy 
necessary to form the vacancy and to move the lattice atom into an adjacent 
vacancy. 

Multiple-Charge-State Vacancy Model. O n the basis of the previous 
discussion, diffusion depends upon the concentration of point defects, such 
as vacancies or self-interstitials, i n the crystal. Therefore, diffusion coeffi
cients can be manipulated b y raising or l ower ing the concentration of po int 
defects. 

F o r the vacancy mechanism, the single vacancy i n si l icon is be l i eved to 
exist i n four charge states: V + , V x , V " , and V = , where + refers to a donor 
l eve l , χ is a neutral l eve l , and - is an acceptor leve l (5, 6). The creation of 
a vacancy introduces a new lattice site and, thus, four new valence band 
states i n the crystal . These states are available as acceptors but are not 
shallow. T h e lattice distort ion associated w i t h the vacancy splits states from 
the valence and conduct ion bands of the surrounding atoms by a few tenths 
of an electronvolt into the forbidden cap. States split from the valence band 
become donors, and those split from the conduct ion band become acceptors. 
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6. FAIR Diffusion and Oxidation of Silicon 275 

A t low temperatures, one deep donor l eve l , V + , a few tenths of an elec-
tronvolt above the valence band edge, a single acceptor leve l , V " , near 
midgap, and a double donor l eve l , V = , very near the condit ion band edge 
must be present (Figure 5) (7). T h e levels depicted i n F i g u r e 5 represent a 
best guess based on experiment (8-10). 

Exper iments show that both sil icon self-difiusion and the diffusion of 
group III and group V impuri t ies i n sil icon depend upon the position of the 
F e r m i leve l . T h e in i t ia l assumption i n the vacancy diffusion mode l of self-
diffusion is that an observed diflusivity arises from the simultaneous move
ment of neutral and ionized vacancies. E a c h charge type vacancy has a 
diffusivity whose value depends upon the charge state, and the relative 
concentrations of vacancies depend upon the F e r m i leve l (11). Calcu lated 
changes i n relative concentrations of charge species versus the F e r m i l eve l , 
Ef, at 300 and 1400 Κ are shown i n F igure 6 (7). Whereas at low temperature 
Vx is the dominant species i n intrinsic s i l icon, at h igh temperatures, both 
V + and V " are more numerous, and there is no value of Ef for w h i c h Vx 

dominates. 
Another important concept is that every t ime an ion ized vacancy is 

formed the crystal must re turn the neutral vacancy populat ion back to e q u i 
l i b r i u m by generating an addit ional vacancy. This reequi l ibrat ion is necessary 
to keep the concentration of uncharged vacancies, an intr insic property of 
the crystal , unchanged. H e n c e , the concentration w i l l be given only as a 
function of temperature through equation 17. However , the populat ion of 
i on ized vacancies can be control led through the law of mass action or by 

CB 

ο 
LkJ 

U J 

0.2 

Γ ο 
< .05 eV OR V .06-.16 eV 

VB 

Figure 5. Estimated vacancy energy levels in the silicon band gap at 0 K. 
Abbreviations: CB, conduction band; VB, valence band. (Reproduced with 

permission from reference 119. Copyright 1981 Academic Press.) 
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276 MICROELECTRONICS PROCESSING: CHEMICAL ENGINEERING ASPECTS 

(a) (b) 
Figure 6. Calculated changes in the ratios of ionized vacancies to neutral 
vacancies at 300 and 1400 K. Abbreviations: E v , valence band energy; EF> 
Fermi energy; Ec, conduction band energy. (Reproduced with permission from 

reference 119. Copyright 1981 Academic Press.) 

control of the F e r m i leve l . W i t h either method of control , as the dop ing 
becomes more η-type or more p-type, the total vacancy concentration i n 
creases as the populat ion of i on ized vacancies increases. Because i m p u r i t y 
and self-difiusion coefficients depend upon the concentration of vacancies, 
the diffusion coefficients w i l l also increase w i t h doping. Such concentration-
dependent diffusion can occur w h e n the dop ing leve l exceeds the intr ins ic 
electron concentration, n , at the diffusion temperature. A n i l lustration of 
concentration-dependent diffusion is shown i n F i g u r e 7. 

The Role of Point Defects in Silicon Processing. The Balancing 
Act in Silicon Processing. B o t h sil icon oxidation and the diffusion of i m 
purit ies occur at h igh temperatures and involve point defects such as va -

Pu
bl

is
he

d 
on

 M
ay

 5
, 1

98
9 

on
 h

ttp
://

pu
bs

.a
cs

.o
rg

 | 
do

i: 
10

.1
02

1/
ba

-1
98

9-
02

21
.c

h0
06



277 

— 

— 

INTRINSIC y 
- DIFFUSION * ~ 

_ ^ EXTRINSIC _ ^ EXTRINSIC 

— 

DIFFUSION 

— 

1 1 1 M i l l 1 1 1 1 (III 1 1 1 1 M i l ] L_ .1 

LOG(n) ELECTRONS/cm3 

Figure 7. Donor impurity diffusion coefficient (Di) vs. electron concentration 
(electrons per cm3) showing regions of intrinsic and extrinsic diffusion. (Re
produced with permisssion from reference 119. Copyright 1981 Academic 

Press). 

cancies or self-interstitials. T h e first l eve l of process design involves the 
concept of dop ing and junct ion formation, threshold voltage control , or the 
gain control of a transistor. Another goal of doping is low sheet resistance. 

T h e pr imary goal of oxidation is the control led growth of S i 0 2 layers. 
A cr i t ical concern i n oxidation is the growth of stable oxides w i t h electrical 
integrity. To create a nonplanar structure, i t is necessary to consider the 
viscous flow characteristics of the oxide and whether the viscosity is l ow 
enough to release stress. I n general , the process engineer spends a lot of 
t ime deal ing w i t h these first-order requirements , but the rest of the t ime is 
spent i n t ry ing to balance factors that are generally not w e l l understood. 

T h e diagram of the point defect balancing act is shown i n F i g u r e 8. T h e 
arrows i n the figure indicate the directions of interactions. F o r example, 
diffusion may change the concentration of point defects, and point defects 
themselves can affect difiusion. Oxidat ion produces defects, and point defects 
can affect oxidation. T h e balancing act involves the generation of point defects 
and the effect of this generation on these major processes. Dif iusion may 
introduce strain into the lattice that can affect surface quality. As these 
processes produce point defects, extended structural defects may grow i n 
the si l icon. 

Po int defects can also influence the precipitat ion of oxygen. Oxygen is 
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278 MICROELECTRONICS PROCESSING: CHEMICAL ENGINEERING ASPECTS 

Figure 8. The point defect balancing act in silicon processing. (Reproduced 
with permission from reference 118. Copyright 1988 Noyes Publications.) 

incorporated into the crystal d u r i n g crystal growth, and d u r i n g subsequent 
heat treatments, this oxygen may precipitate. These precipitates create good 
gettering sites for attracting metal impurit ies and, thus, remove them from 
active device regions. Such internal gettering w o u l d have an impact on 
junct ion quality. 

Point Defects. Po int defects are def ined as atomic defects. A t o m i c 
defects such as metal ions can diffuse through the lattice without invo lv ing 
themselves w i t h lattice atoms or vacancies (Figure 9), i n contrast to atomic 
defects such as self-interstitials. T h e si l icon self- interstitial is a si l icon atom 
that is bonded i n a tetrahedral interstit ial site. Examples of point defects 
are shown i n F i g u r e 9. 

O n e of the major controversies i n solid-state science is the nature of the 
dominant native point defect i n si l icon. Is the dominant native point defect 
in si l icon the monovacancy or the si l icon self-interstitial? Wel l -deve loped 
arguments have been proposed for each type, but the current consensus is 
that both types are present and important. 

Monovacancy. Statistical thermodynamics requires that i f a vacancy is 
formed by removing an atom from the crystal and deposit ing it on the surface, 
then the free energy of the crystal must decrease as the n u m b e r of created 
vacancies increases u n t i l a m i n i m u m i n this free energy is reached. Because 
a m i n i m u m i n the free energy exists for a certain vacancy concentration i n 
the crystal , the vacancy is a stable point defect. T h e fol lowing facts about 
vacancies have been obtained experimental ly : (12). 

1. E l e c t r o n paramagnetic resonance measurements only identify 
vacancies or vacancy complexes i n S i irradiated by electrons. 
The absence of S i self-interstitials has been ascribed to rapid 
athermal migration even at 2 Κ (13). 
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Foreign interstitial atoms 
Ca, Ni, Fe, Li, H 

Self-interstitial I 

ρ type: B, Al» Ga 
η type: P, As, Sb 

Figure 9. Examples of point defects in the silicon lattice. {Reproduced with 
permission from reference 118. Copyright 1988 Noyes Publications.) 

2. Diffusion phenomena, as we l l as calculations of diffusion e n 
tropy and enthalpy, have been successfully explained by as
cr ib ing mult ip le ionization levels to vacancies that are the 
same as those observed for the vacancy i n low-temperature 
irradiation experiments (14-16). Vacancies and self - intersti 
tials are interchangeable as far as diffusion is concerned, pro 
v ided that both have charge states. 

3. Theoret ical estimates of the heats and entropies of formation 
of vacancies correspond w e l l w i t h those of the native defects 
observed i n diffusion and quenching experiments (25,17-19). 
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280 MICROELECTRONICS PROCESSING: CHEMICAL ENGINEERING ASPECTS 

4. C h a n n e l i n g studies of impur i ty -de fe c t interactions i n S i show 
that under h e l i u m ion bombardment the trapping efficiency 
of impur i t ies for radiat ion-produced defects is very low, near 
30 Κ (19). Vacancies are not mobi le i n S i be low this temper 
ature, whereas interstitials st i l l are. This observation impl ies 
that the impur i ty -de fe c t interactions involve vacancies. 

5. Positron annihi lat ion l i fet ime measurements have been per 
formed on float-zone S i at h igh temperatures and show that 
vacancy-l ike defects are formed (20). 

The Silicon Self-Interstitial Atom. A s imilar consistent statistical ther 
modynamic analysis of the existence of self-interstitials shows that s i l icon 
self-interstitials are stable point defects. T h e fo l lowing arguments further 
support the si l icon self- interstit ial . 

1. T h e majority of dislocation loops and stacking faults observed 
by transmission electron microscopy of S i are judged to be of 
extrinsic or interst it ial character. A l t h o u g h there are four pro 
posed mechanisms by w h i c h extrinsic-type dislocations may 
be formed without any self-interstitials be ing present (12), 
most workers bel ieve that self- interstitial precipitat ion is the 
dominant mechanism i n extrinsic-type dislocations. 

2. T h e picture of self-interstitials i n S i developed by Seeger and 
F r a n k (21) is consistent w i t h observations indicat ing se l f - in
terstitial migration at l ow and h igh temperatures. 

3. E v i d e n c e for the l iqu id -drop character of B - s w i r l defects i n 
S i comes from the observation that upon mel t ing , droplets of 
l i q u i d S i are formed i n the inter ior of the sol id phase (22). 

4. I n n - p structures formed by sequential diffusions of Β and P, 
dislocation c l imb occurred at the same t ime that the emitter -
push effect was seen i n the Β layer (23). This result impl ies 
that the same point defect is responsible for both phenomena. 

5. Stacking-fault growth be low Ρ diffusion and the enhanced dif
fusion of the bur ied layer occur simultaneously (24). 

6. Calculat ions of total energy show that self-interstitials form 
and migrate i n S i w i t h a total activation energy roughly the 
same as that of self-diffusion (25). 

After the balance sheet of pros and cons surrounding the question of 
the native defect i n S i is rev iewed , the question remains. W h a t is the native 
defect responsible for the diffusion of i m p u r i t y and growth of defects i n Si? 
So far we only have clues. 
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6. FAIR Diffusion and Oxidation of Silicon 281 

T h e current majority op in ion is that both types of po int defects are 
important. T h e r m a l e q u i l i b r i u m concentrations of point defects at the mel t 
ing point are orders of magnitude lower i n S i than i n metals. Therefore, a 
direct determinat ion of their nature by Simmons-Bal luf f l - type experiments 
(26) has not been possible. T h e accuracy of calculated enthalpies of formation 
and migration is w i t h i n ± 1 eV, and the calculations do not he lp i n d i s t in 
guishing between the dominance of vacancies or interstitials i n diffusion. 
The interpretation of low-temperature experiments on the migration of i r 
radiat ion- induced point defects is complicated by the occurrence of radiat ion-
induced migration of self-interstitials (27, 28). 

In addit ion , the structure and properties of point defects at l ow t e m 
peratures and at h igh temperatures may be different (29). T h e observation 
of extrinsic-type dislocation loops i n dislocation-free, float-zone S i indicate 
that self-interstitials must have been present i n appreciable concentrations 
at h igh temperature d u r i n g or after crystal growth (30, 32). However , it is 
unclear whether these self-interstitials were present at thermal e q u i l i b r i u m 
or were introduced d u r i n g crystal growth by nonequ i l ib r ium processes. 

In v i e w of the uncertainties regarding the native point defect i n S i , it 
is necessary i n discussions of self-diffusion and dopant diffusion to take ac
count of both types of defects. 

Point Defect Models of Diffusion in Silicon. U n d e r conditions of ther
mal e q u i l i b r i u m , a S i crystal contains a certain e q u i l i b r i u m concentration of 
vacancies, C v ° , and a certain e q u i l i b r i u m concentration of S i self-interstitials, 
C°. F o r diffusion models based on the vacancy, Cv° » C° and the coef
ficients of dopant diffusion and self-diffusion can be descr ibed by equation 
27 (25) 

Di = D , 1 + Dr + Dr + 2 V (27) 

where Dx is the measured diffusivity and D * , Dr, Dr, and D+ are the 
intr insic diffusivities of the species through interactions w i t h vacancies i n 
the neutral , single-acceptor, double-acceptor, and donor charge states, re 
spectively. These ind iv idua l contributions to the total measured diffusivity 
were descr ibed i n a previous section. 

F o r diffusion models based on self-interstitials, C° » Cv°. Dopant 
diffusion and self-diffusion are assumed to occur v ia an interstit ialcy m e c h 
anism (32). M o b i l e complexes consisting of self-interstitials i n various charge 
states and impuri t ies are assumed to exist. 

In pr inc ip le , both vacancies and self-interstitials may occur s imultane
ously and somewhat independently . Indeed, any relationship between Cv° 
and Cj° may be dominated by the S i surface, w h i c h can act as a source or 
sink for e ither species. I f a local dynamical e q u i l i b r i u m exists between re -
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282 MICROELECTRONICS PROCESSING: CHEMICAL ENGINEERING ASPECTS 

combination and spontaneous bu lk generation, vacancies (V) and self - inter
stitials (I) wou ld react as follows 

V + I ± 5 Ο (28) 

where Ο denotes the undis turbed lattice. T h e law of mass action at e q u i l i b 
r i u m for this reaction is g iven by 

C j C y = Ci°Cy° (^^) 

A t sufficiently long times and h igh temperatures, equation 29 is ful f i l led (33, 
34). H o w e v e r , a substantial amount of t ime may be requ i red to reach dy 
namical e q u i l i b r i u m (34, 35). Th is observation suggests that vacancy-sel f -
interst it ial recombination is an activated process. In addit ion, under con
ditions i n w h i c h point defects are injected, equation 29 may not be va l id . 

I f both types of point defects are important , then diffusion processes 
may involve both types, and the fol lowing relation applies 

D , = Of + D t
v (30) 

where D} is the interstit ialcy contr ibut ion and D , v is the vacancy contr i 
but ion to the total measured diffusivity, D , . Vacancies and self-interstitials 
can cooperate i n effecting the diffusion of impur i ty by the Watkins replace
ment mechanism (36) shown i n F i g u r e 10. Interstit ial dopant impurit ies can 
be created by the exchange between a self- interstitial and a substitutional 
dopant atom. T h e newly created interstit ial impur i ty w i l l migrate u n t i l it 
finds a vacancy, and then it is free to diffuse again as a substitutional impur i ty . 

Ο Ο o o ο ο 

ο ο ο ο ο ο 
Figure 10. A schematic diagram of the Watkins replacement mechanism. 
(Reproduced with permission from reference 118. Copyright 1988 Noyes 

Publications.) 
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6. FAIR Diffusion and Oxidation of Silicon 283 

Vacancies and self-interstitials can exist i n e q u i l i b r i u m w i t h each other 
in the si l icon lattice. T h e concentration of each species can be described b y 
e q u i l i b r i u m equations of the fol lowing type. 

Cv° = exp (Sf
v/k) exp (-àHf/kT) (31a) 

Cf = exp (S//k) exp ( - Δ Η / / & Γ ) (31b) 

F o r si l icon self-diffusion, the total diffusion coefficient could be expressed as 

D S i = fyDyCyO + ffoCf (32) 

where fv and fl are the fractional contributions of vacancies and self- inter
stitials, respectively, to self-diffusion. A substantial debate exists as to the 
values of these fractional coefficients (Figure 11). The concept that i m p u r i t y 
diffusion is dominated by vacancies only was h e l d u n t i l 1968, w h e n Seeger 
and C h i c k (37) proposed that both self-interstitials and vacancies can con
tribute to difiusion i n si l icon. H o w e v e r , the concept of vacancies and inter -
stitials coexisting i n sil icon leads to several unresolved questions. Is there 

Figure 11. A diagram of the spectrum of the debate on the dominance of 
vacancies vs. self-interstitials. 
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284 MICROELECTRONICS PROCESSING: CHEMICAL ENGINEERING ASPECTS 

dynamic e q u i l i b r i u m between self-interstitials and vacancies? W h a t is the 
t ime to establish this dynamic equ i l ibr ium? 

Experimental Observations. Various experiments y i e l d numerous i n 
direct results that can he lp determine whether vacancies or self-interstitials 
are invo lved i n diffusion. T h e fol lowing is a partial list of such experiments. 

• Oxidat ion studies 

— e n h a n c e d and retarded difiusion 

—backs ide oxidation 

— r o l e of S i 3 N 4 surface films and nitr idat ion 

—dependence of oxidation-enhanced and oxidation-retarded 
difiusion on dop ing 

—effect of chlor ine in the oxidiz ing ambient 

—effects of dop ing on oxidation 

• Determinat i on of the effect of dop ing on oxidation stacking fault 
shrinkage or growth 

• Determinat i on of the effect of difiusion on Ο precipitat ion 

• Codif lusion studies 

• Transmission electron microscopic studies of precipitates and 
defects 

• Determinat i on of the relation between total doping and elec
trical ly active doping 

• Dopant profi le measurements 

• Determinat ion of the role of stress on difiusion 

F o r example, d u r i n g oxidation, enhanced difiusion of phosphorus, boron , 
and arsenic are observed, as w e l l as retarded difiusion of antimony. H o w e v e r , 
i f d irect n i tr id izat ion of the si l icon surface occurs, then the inverse effects 
are observed, that is , enhanced antimony difiusion and retarded phosphorus 
diffusion. A lso , oxidation-enhanced difiusion is significantly affected by dop
ing . As either p - or η-type dop ing concentration increases above n f , oxida
t ion-enhanced difiusion diminishes . I f chlor ine is introduced into the 
ox id iz ing ambient , oxidation-enhanced difiusion is l ikewise d imin ished . 

N o t only is enhanced difiusion of impurit ies observed d u r i n g oxidation, 
but i n addit ion , stacking faults can grow. A stacking fault is a plane of 
dislocated material that may intersect the si l icon surface but that also has a 
bounding partial dislocation. These faults grow w h e n sufficient numbers of 
self-interstitials are generated such that the concentration of self-interstitials 
i n the lattice is h igher than that i n the bounding partial-dislocation core 
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6. FAIR Diffusion and Oxidation of Silicon 285 

(Figure 12). Because oxidation is a process that generates excess self - inter-
stitials, stacking faults w i l l grow d u r i n g oxidation. 

O t h e r experiments that have been performed inc lude irradiat ing u n i 
formly doped si l icon wafers w i t h protons and observing the diffusion of the 
dopant after irradiat ion. Add i t i ona l discussion of these effects w i l l follow. 

Diffusion in the Presence of Excess Point Defects. Oxidation-
Enhanced Diffusion. Oxidat ion generally enhances the diffusion of group 
III and group V elements except for antimony (Figure 13). Oxidat ion-en
hanced diffusion is generally observed by deposit ing a si l icon ni tr ide mask 
on the si l icon surface that w i l l prohib i t oxidation i n the regions that i t covers. 

CONCENTRATION 

Figure 12. A model of self-interstitial diffusion from the bulk to the partial 
dislocation bounding a stacking fault. Under nonoxidizing conditions, the con
centration of self-interstitiah at the fault line, C i L , is greater than the equi
librium bulk interstitial concentration, C\. Under oxidizing conditions, C i is 
greater than C i L until the retrogrowth temperature is reached. (Reproduced 
with permission from reference 45. Copyright 1981 The Electrochemical 

Society, Inc.) 
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286 MICROELECTRONICS PROCESSING: CHEMICAL ENGINEERING ASPECTS 

Figure 13. Experiments that illustrate oxidation-enhanced or oxidation-re
tarded diffusion of dopants in silicon. The supersaturation of self-interstitials 
associated with the oxidation process drives both effects. (Reproduced with 

permission from reference 118. Copyright 1984 Noyes Publications.) 

Oxidat ion is per formed i n a w i n d o w opened to the si l icon surface, and the 
differential changes i n junct ion depth can be observed. To explain these 
results, H u (38) proposed a mode l w i t h the fo l lowing essential points: 

1. Oxidat ion of S i at the S i - S i 0 2 interface is usually incomplete 
to the extent that approximately 1 S i atom i n 1000 is unreacted. 

2. T h e unreacted S i , severed from the lattice by the advancing 
S i - S i 0 2 interface, becomes mobi le . These atoms can enter 
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6. FAIR Diffusion and Oxidation of Silicon 287 

the S i lattice interstices and cause a flux of self-interstitials 
away from the interface. 

3. G r o w t h of oxidation- induced stacking faults proceeds by the 
absorption of the generated self-interstitials. Oxidat ion-en
hanced diffusion can occur as a result of the presence of the 
excess interstitials v ia the Watkins (36) replacement mecha
n i sm or by an interstit ialcy process. 

If the Watkins replacement mechanism is ignored, the diffusivity (D) of 
an impur i ty atom under conditions of nonequ i l ib r ium point defect concen
trations is given by 

D = D / i Q / C , 0 ) + O?(CVICV°) (33) 

where Cl and C v are the excess self- interstitial and vacancy concentrations, 
respectively. T h e fractional interstitialcy factor is defined as (34) 

fi = D}ID? (34) 

and we can write 

Dt = m/Cf) + (1 - MCV/CV°) (35) 

Calculations of the fractional interstit ialcy components for Β, P, A s , and Sb 
are shown i n Table I (33, 39-42). A significant spread i n the values o{ft is 
obtained. T h e value of f{ has been correlated w i t h the amount of energy 
required to make a substitutional dopant atom become interstit ial . Energ ies 
of interst it ial formation i n S i are shown i n Table II . The larger the energy 

Table I. Fractional Interstitialcy Components of Diffusion via Self-Interstitials 
in Silicon at 1000-1100^C 

Element Fair (39) Antoniadis (34) Matsumoto (41) Gosele (40) Mathiot (42) 
Β 0.17 0.32 0.41 0 .8-1 .0 0.18 

Al 0.2 0 .6 -0 .7 

Ρ 0.12 0.40 0 .35-0 .5 0 .5-1 .0 0.19 

As 0.09 0.43 0 .45-0 .75 0 .2 -0 .5 0.16 

Sb 0.13 0.015 0.02 

Table II. Estimated Interstitial Formation Energies 
in Silicon 

Element Interstitial Formation Energy (eV) 

Si 2.2 
A l 2 + 2.21 
Β 2.26 
Ρ 2.4 
As 2.5 
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288 MICROELECTRONICS PROCESSING: CHEMICAL ENGINEERING ASPECTS 

of interst it ial formation, the smaller is the fractional interstitialcy component 
of diffusion. 

T h e diffusion of Sb is retarded dur ing oxidation of the S i surface (33). 
This retardation can be explained by assuming that Sb diffuses predominant ly 
by a vacancy mechanism and that the self-interstitials generated at the ox
id i z ing surface combine w i t h vacancies to reduce the ir concentration. 

T w o recent experiments have y i e lded considerable support for an i n 
terstitialcy mechanism for Ρ diffusion. F a h e y et a l . (43) observed that direct 
n i tr idat ion o f S i produces a supersaturation of vacancies such that Ρ diffusion 
is substantially reduced i n the under ly ing S i . O n the other hand , w h e n an 
oxide is grown over the doped S i and then oxynitr idation is per formed at 
the S i O £ surface, excess self-interstitials are generated and Ρ diffusion is 
greatly enhanced. These results are shown i n F i g u r e 14 and are compared 
w i t h those for Ρ diffusion i n a neutral ambient . S imi lar results were obtained 
w i t h B. T h e average enhanced or retarded diffusivities of P, A s , and Sb after 
direct n i tr idat ion are shown i n F i g u r e 15. F r o m these data the authors 
conc luded that the fractional interstit ialcy component of Ρ diffusion is 
7 0 - 1 0 0 % . 

Dependence of Oxidation-Enhanced Diffusion on Doping. Taniguchi 
(44) found that oxidation-enhanced diffusion decreases as the concentration 
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Figure 14. Phosphorus profiles after direct nitridation, oxynitride formation, 
and inert ambient diffusion at 1100 °C. 
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Figure 15. Average enhanced- and retarded-diffusion coefficients ofP9 As, and 
Sb following direct nitndation experiments. Data are from Fahey (43). Ab
breviations: < D A > , time-averaged diffusion coefficient; D A * , intrinsic diffusion 
coefficient. (Reproduced with permission from reference 118. Copyright 1984 

Noyes Publications.) 

of the diffusing i m p u r i t y increases beyond the point where concentration-
dependent diffusion occurs. This effect was explained i n terms of the re
duct ion of oxidation-produced self-interstitials by recombination w i t h the 
increasing supply of vacancies. F a i r (45) assumed that the e q u i l i b r i u m va 
cancy concentration is unaffected init ia l ly by the self-interstitials generated 
at the oxidiz ing surface. However , the quasi steady-state value of interst it ial 
supersaturation is inversely proport ional to the vacancy concentration, w h i c h 
increases w i t h dop ing above n,. T h e oxidation-enhanced dopant diffusivity, 
De, is then 

De = D S I + A D 0 

= D^Cy/Cy0) + DjiCjCfitCy'lCy) (36) 

where ( C J / C J 0 ) , - is the self- interstitial supersaturation under intr insic dop
ing conditions and Cv/Cv° is the vacancy enhancement w h e n doping ex
ceeds η j. 
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290 MICROELECTRONICS PROCESSING: CHEMICAL ENGINEERING ASPECTS 

E q u a t i o n 36 is d i v i d e d into the contributions to the diffusion of substi 
tutional i m p u r i t y under nonoxidiz ing conditions, D S I , and the enhanced 
contr ibut ion due to oxidation, ΔΌ0. F i g u r e 16 shows the data of Taniguchi 
et a l . (44) for oxidation-enhanced diffusion of Ρ and Β versus the total n u m b e r 
of dopant impur i t ies per square centimeter , QT. T h e calculated values of 
D S I and àDQ are shown i n comparison w i t h the experimental data. Reason
able agreement is obtained. Thus , Taniguchi 's mode l of self- interstitial re 
combinat ion w i t h vacancies is consistent w i t h the models of h igh-con
centration diffusion of Β and Ρ used by F a i r i n his calculations. 

Add i t i ona l work is needed to refine these models. F o r example, rap id 
vacancy generation and vacancy- interst i t ia l recombination are assumed. 
These effects combine to modulate the self- interstitial supersaturation. Thus , 
the supply of self-interstitials at the ox id iz ing interface cannot keep up w i t h 
recombination effects. R a p i d recombinat ion may be justi f ied at h i g h dop ing 
levels, because species such as V+ and I " or V " and I+ may be p lent i fu l . 

y 3 .0χ10ρ 1 5 _ - ο 
CO 
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Figure 16. Measured and calculated values of boron and phosphorus diffusiv-
ities as a function of total impurity doping. Data are divided into contributions 
to substitutional impurity diffusion under nonoxidizing conditions, D S / , and 
the enhanced contribution due to oxidation, A D 0 . Data are from Taniguchi et 
al. (44). (Reproduced with permission from reference 45. Copyright 1981 The 

Electrochemical Society, Inc.) 
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6. FAIR Diffusion and Oxidation of Silicon 291 

The cross-section for charged-defect recombination w i l l l ike ly be larger than 
that for neutral-defect recombination. In addit ion, dopant ions w i l l l ike ly 
provide addit ional recombination sites w h e n the dopant is pa ired w i t h a 
point defect. 

Effect of Chlorine on Oxidation-Enhanced Diffusion. I f chlor ine is 
added to oxygen i n the furnace i n sufficient concentrations such that stacking-
fault retrogrowth occurs (46), then oxidation-enhanced diffusion becomes 
negl igible (47). This result is be l ieved to be due to the generation of vacancies 
at this S i - S i 0 2 interface w h e n CI reacts w i t h S i atoms on lattice sites to 
produce S i C l by the fol lowing reaction 

The vacancy generated is then available to recombine w i t h a S i self- interstitial 
produced by oxidation: 

As a result , the supersaturation of self-interstitials i n the si l icon surface and 
the bu lk is reduced or e l iminated , thereby inh ib i t ing stacking-fault growth 
and enhanced difiusion (Figure 17). 

Point Defect Generation During Phosphorus Diffusion. At Concen
trations above the Solid Solubility Limit. T h e mechanism for the difiusion 
of phosphorus i n si l icon is s t i l l a subject of interest. H u et al . (46) rev iewed 
the models of phosphorus diffusion i n si l icon and proposed a dual v a -
cancy- interst i t ia lcy mechanism. This mechanism was previously appl ied by 
H u (38) to explain oxidation-enhanced difiusion. Harr i s and Antoniadis (47) 
studied si l icon self- interstitial supersaturation dur ing phosphorus diffusion 
and observed an enhanced diffusion of the arsenic b u r i e d layer under the 
phosphorus diffusion layer and a retarded diffusion of the antimony b u r i e d 
layer. F r o m these results they concluded that dur ing the diffusion of p r e -
deposited phosphorus, the concentration of si l icon self-interstitials was e n 
hanced and the vacancy concentration was reduced. They r u l e d out the 
possibi l i ty that the increase i n the concentration of s i l icon self-interstitials 
was due to the oxidation of s i l icon, w h i c h was concurrent w i t h the phosphorus 
predeposit ion process. 

M o r e recently, Tsai et a l . (24) studied the diffusion of b u r i e d As and Sb 
layers i n response to surface diffusion of P. Float-zone S i wafers (<100> 
orientation, p-type, and 100 Ω-cm) were used i n this study. 

A s + ions were implanted at 100 k e V to a dose of 1 X 1 0 1 4 / c m 2 to hal f 
of the wafers, and S b + ions were implanted at 150 k e V to a dose of 5 X 

S i + - C l 2 S i C l + V 
2 

(37) 

ί + V-^ Ο (38) 
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292 MICROELECTRONICS PROCESSING: CHEMICAL ENGINEERING ASPECTS 

(HCI oxidation) 
0 2 CI 

Figure 17. Diagram of SiCl formation during oxidation with the subsequent 
injection of vacancies. The injection of vacancies reduces the concentration of 
self-interstitiab in the bulk and causes oxidation stackingfaults (OSF) to shrink. 
(Reproduced with permission from reference 118. Copyright 1988 Noyes 

Publications.) 

1 0 1 3 / c m 2 to the other hal f of the wafers. Af ter be ing cleaned, the wafers 
were annealed at 900 °C for 30 m i n i n a nitrogen ambient to activate the 
implanted ions and to anneal out the major implant damage. This anneal ing 
condit ion was s imi lar to that used by Harr i s et a l . (47). P-type epitaxial films 
(100 Ω-cm) were grown on these wafers to a thickness close to 10 μιη by 
using a standard atmospheric reactor. A b o u t 9000 to 10,000 Â of oxide was 
deposited on most of the wafers to form the diffusion mask against phos
phorus. T h e oxide films were deposited i n a L P C V D (low-pressure chemica l 
vapor deposition) system by using S i C l 2 H 2 and oxygen at 900 °C. These 
wafers were then made dense i n oxygen at 800 °C for 30 m i n . Ox ide windows 
were formed, and Ρ was diffused from a P O C l 3 source. A l l of these chemical 
source diffusions were performed at surface concentrations above the so l id 
solubi l i ty l i m i t . Ion implantat ion created doped layers w i t h Ρ concentrations 
be low sol id solubi l i ty . Samples were analyzed by using T E M ( X T E M ) m i 
crographs, spreading resistance, defect etching, and S I M S . 

A typical result is shown i n F i g u r e 18, w i t h micrographs showing v a r i 
ations of stacking faults inside a narrow P-dif lused region and the enhance-

Pu
bl

is
he

d 
on

 M
ay

 5
, 1

98
9 

on
 h

ttp
://

pu
bs

.a
cs

.o
rg

 | 
do

i: 
10

.1
02

1/
ba

-1
98

9-
02

21
.c

h0
06



Fi
gu

re
 1

8.
 M

ic
ro

gr
ap

hs
 

sh
ow

in
g 

va
ri

at
io

n 
of

 s
ta

ck
in

g 
fa

ul
ts

 
in

si
de

 a
 n

ar
ro

w
 

ph
os

ph
or

us
 

di
ffu

si
on

 
re

gi
on

 
an

d 
th

e 
sl

ig
ht

 e
nh

an
ce

m
en

t 
of

 a
rs

en
ic

 
di

ffu
si

on
 a

nd
 r

et
ar

da
tio

n 
of

 a
nt

im
on

y 
di

ffu
si

on
. 

Ρ 
di

ffu
si

on
 w

as
 a

t 
11

50
 °

C 
fo

r 
60

 m
in

. 
(R

ep
ro

du
ce

d 
w

ith
 p

er
m

is
si

on
 f

ro
m

 r
ef

er
en

ce
 2

4.
 C

op
yr

ig
ht

 
19

87
 T

he
 E

le
ct

ro
ch

em
ic

al
 

So
ci

et
y,

 
In

c.)
 

Pu
bl

is
he

d 
on

 M
ay

 5
, 1

98
9 

on
 h

ttp
://

pu
bs

.a
cs

.o
rg

 | 
do

i: 
10

.1
02

1/
ba

-1
98

9-
02

21
.c

h0
06



294 MICROELECTRONICS PROCESSING: CHEMICAL ENGINEERING ASPECTS 

ment of As diffusion and retardation of Sb difiusion. Measurements of 
enhanced As diffusion and retarded Sb diffusion were made over a wide 
temperature range w i t h a fixed surface concentration of P. These diffusion 
coefficients are plotted i n F i g u r e 19 where De is the As difi i isivity and Dr is 
the Sb diffusivity. These data are compared w i t h intr insic diffusion coeffi
cients. 

T h e data i n F i g u r e 19 suggest that high-concentration Ρ difiusion w i t h 
surface doping in excess of sol id solubi l i ty produces si l icon self-interstitials 
that difiuse to the si l icon surface and into the bu lk crystal. Th is conclusion 
is based on the fo l lowing observations: (1) Stacking-fault growth were found 
in the regions under the w i n d o w i n w h i c h Ρ diffuses. (Stacking faults grow 
by absorbing self-interstitials). (2) The difiusion of As was enhanced, whereas 
the diffusion of the Sb b u r i e d layers was retarded, results w h i c h are consistent 
w i t h observations of oxidation-enhanced difiusion in w h i c h self-interstitials 
are produced. 

T h e activation energy for enhanced difiusion due to an interstit ialcy 
mechanism is de termined from equation 39 

De(I) = DiflGi (39) 

where G , is a self- interstitial supersaturation factor. Gl is be l ieved to be 
related to self- interstitial formation due to Ρ precipitat ion and difiusion. Thus 
from F i g u r e 19, Gj has an activation energy of - 2 . 5 9 eV. This result impl ies 
that self- interstitial generation decreases w i t h increasing temperature, w h i c h 
is w h y no enhanced diffusion was observed i n this study at 1200 °C. 

T h e activation energy for vacancy-dominated diffusion is g iven by equa
tion 40 

D(V) = DIV)GV (40) 

where 

G v = Cv/Cy° (41) 

and Cy/Cv° is the vacancy supersaturation ratio. A t thermal e q u i l i b r i u m , 

C , C V = CfCy0 (42) 

where Cl is the self - interstit ial concentration above or below the intr ins ic 
concentration C / . Because 

G , = CtlCf (43) 

then 

Gv = 1/Gz (44) 
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6. FAIR Diffusion and Oxidation of Silicon 

° C 

-12 1200 1150 1100 1070 1000 

6 7 8 
ι ο 4 / τ (K-1) 

Figure 19. Plots of intrinsic diffusion coefficients of Sb and As vs. 1/Ύ. Also 
shown are diffusivity data for Sb and As buried layers from Table I in the 
presence of a phosphorus surface diffusion. Abbreviations: D R , reduced Sb 
diffusivity; D E , enhanced As diffusivity; D . , intrinsic diffusivity. (Reproduced 
with permission from reference 24. Copyright 1987 The Electrochemical So

ciety, Inc.) 
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296 MICROELECTRONICS PROCESSING: CHEMICAL ENGINEERING ASPECTS 

and equation (40) can be written as 

D(V) = D,{V)IGt (45) 

Applying equation 45 to the Tsai study is risky, because externally injected 
self-interstitials render equation 42 invalid. However, as a general guide to 
understanding the origin of reduced Sb diffusion in the presence of excess 
self-interstitials, the activation energy of Sb difiusion from equation 45 is 
given by 

Dr(V)ocexp(-4.08eV/fcT)/exp(2.59eV/fcT)a exp (-6.67 eV/kT) (46) 

This result agrees well with the observed value of 6.62 eV and supports the 
notion that the reduced difiusion of Sb is a result of a reduced vacancy 
population caused by self-interstitial generation from the P-difiused layer. 

At Concentrations below the Solid Solubility Limit. Defect generation 
during phosphorus difiusion at concentration levels below solid solubility 
was also investigated by Tsai et al. (48). Diffusions of ion-implanted Ρ were 
performed in low-oxygen ambient and in nitrogen with a silicon nitride cap. 
Markers of buried layers of arsenic and antimony were used to study the 
effect of point defect generation on the diffusions. Defects were revealed by 
using the Schimmel etch. The following results were obtained: (1) Stacking 
faults were formed below the phosphorus-diffused region in a low-oxygen 
ambient and at 1050-1150 °C. (2) With long difiusion times, the difiusion of 
buried layers of As was enhanced and that of buried layers of Sb was retarded. 
(3) Difiusion in nitrogen with a silicon nitride cap yielded few stacking faults, 
reduced Ρ difiusion, and neither enhancement nor retardation of the As or 
Sb buried layers, respectively, for the same processing conditions that pro
duced the results in (2). (4) At phosphorus concentrations above solid sol
ubility, difiusion in N 2 with a nitride film cap enhanced the difiusion of the 
As buried layer, and stacking faults were also observed. Thus, the intrinsic 
difiusion of phosphorus generates excess silicon self-interstitials. The silicon 
nitride cap apparently ties up the silicon surface with Si-N bonds, making 
it more difficult to generate the self-interstitials required for Ρ difiusion. 

In addition to generating excess self-interstitials, high-concentration Ρ 
difiusion also causes the local equilibrium vacancy concentration to increase. 
Nishi et al. (49) showed that significant enhancement of Sb difiusion occurs 
inside the highly doped Ρ profile, a result suggesting a strong enhancement 
of the vacancy concentration there. 

Excess Point Defects and Low~Thermal-Budget Annealing. Sub-
micrometer VLSI (very-large-scale integration) technologies require low 
thermal budgets (the product of dopant diffusivity and difiusion time) to limit 
the difiusional motion of dopants. Two options exist to reduce the thermal 
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6. FAIR Diffusion and Oxidation of Silicon 297 

budget: (1) reduced process temperatures w i t h extended furnace-annealing 
times or (2) h igh process temperatures w i t h rapid thermal-anneal ing (RTA) 
times. However , for both options, enhanced dopant difiusion is sometimes 
observed (50-54). F o r example, low-temperature furnace anneals of i o n -
implanted Β layers i n S i can exhibit substantial difiusion depending upon 
the completeness of activation of the implant (52). Mode ls that have been 
proposed to explain these results (55, 56) lack generality and do not predict 
the correct t ime dependence of annealing, nor do they deal w i t h electrical 
activation and damage removal (51). 

Recently , M i c h e l (51) proposed that the enhanced difiusion of Β dur ing 
low-temperature furnace annealing results from the presence of an active 
species that is mobi le . As annealing proceeds, the inactive Β species, w h i c h 
may be defect clusters, converts to the active species exponentially w i t h 
t ime. T h e t ime constant has an activation energy of ~ 5 eV, as determined 
by Se ide l and M a c R a e (57). As a result of the annealing of defect clusters, 
the enhanced diffusion of Β is assumed to occur uni formly throughout the 
implanted region but at a l i m i t e d per iod that decays exponentially. Inter 
actions that may result from damage produced by high-dose implants as 
proposed by F a i r et a l . (53) are ignored. Thus , Miche l ' s mode l applies p r i 
mar i ly to low-dose Β implants where the peak concentration of Β is be low 
the sol id solubi l i ty at the annealing temperature. 

T h e effects of damage by ion implantation on the low-temperature dif
fusion of dopant can also be studied by implant ing S i + or G e + ions into 
predeposited layers i n S i . Recently , Serv idor i et al . (58) studied the influence 
of lattice defects induced by S i + implantation. U s i n g tr iple crystal X - r a y 
diffraction and T E M , they conf irmed (1) that below the original amorphous 
surface-crystal interface, interstit ial dislocation loops and interstit ial clusters 
exist and (2) that epitaxial regrowth leaves a vacancy-rich region i n the 
surface. 

Therefore, dopants exhibit different amounts of enhanced or retarded 
diffusion d u r i n g annealing according to w h i c h region the dopant is i n and 
whether it diffuses v ia a vacancy or self-interstitialcy mechanism. F o r the 
case of Β predeposited from a B B r 3 source to an in i t ia l junct ion depth of 
1200 Â, subsequent S i + implantation and annealing at 750-900 °C caused 
retarded diffusion. However , for deep predepositions (3400 A) , this proc
essing produced substantial enhanced diffusion. Thus , any mathematical 
mode l must inc lude the spatial dependence of implant damage, the nature 
of the damage (whether the damage is r i ch i n vacancies or self-interstitials), 
a calculation of the damage annihi lat ion dur ing annealing, and estimates of 
point defect product ion d u r i n g annealing. The different kinds of defects 
produced by both low- and high-dose Β implants are shown schematically 
in F i g u r e 20. 

Point defect product ion as a result of implantation damage of the k i n d 
shown i n F i g u r e 20 gives rise to anomalous Β diffusion dur ing subsequent 
annealing. A summary of recent models that explain these effects follows 
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298 MICROELECTRONICS PROCESSING: CHEMICAL ENGINEERING ASPECTS 

Low-Dose Β Implants: OVP©11 dislocations) 

Depth • Depth • 

High-Dose Β Implants 

Depth—• 

Figure 20. Ion implantation defect production models for low- and high-dose 
Β implants into crystalline and preamorphized Si. Csoi is the solid solubility 

ofB. 

(59). These models have been incorporated i n the P R E D I C T program for 
computer s imulat ion (60). 

• Β implants and low-temperature furnace annealing w i t h t ran
sient difiusion that is associated w i t h the activated removal of 
implant damage i n the tai l region of the implant . T h e magnitude 
of the enhanced, transient diffusivity increases w i t h implant 
dose and energy but reaches saturation at 2 Χ 10 " 1 3 c m 2 / s . 

• Preamorphizat ion and postamorphization w i t h S i + or G e + i m 
plants. T h e solid solubi l i ty of Β w i t h i n the regrown surface 
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6. FAIR Diffusion and Oxidation of Silicon 299 

layer and the diffusion of Β beyond the depth of the original 
amorphous layer - c rys ta l interface are enhanced. A lso , reduced 
diffusion may occur i n the vacancy-rich regrown surface layer. 

• High-dose Β implants w i t h al l - temperature furnace annealing 
and rap id thermal annealing (RTA). L o c a l diffusivity depends 
on extended defect formation and annihi lat ion. Also , Β c lus
ter ing occurs above sol id solubil i ty . 

• Low-dose Β and Ρ implants w i t h R T A . T ime-dependent dif
fusion is associated w i t h annealing of implant damage. 

E a c h of these effects are descr ibed i n the fol lowing sections, w i t h the 
discussion l i m i t e d to the case where the Β concentration does not exceed 
sol id solubi l i ty at the annealing temperature. 

Low-Temperature Furnace Annealing. T h e enhanced diffusion of l ow-
dose Β implants i n S i d u r i n g low-temperature annealing can be dramatic. 
Examples are given i n Figures 21 -23 . F o r F i g u r e 21, two channel Β i m 
plants, one at 35 k e V (6.6 x 1 0 1 2 cm" 2 ) and the other at 75 k e V (1.4 Χ 1 0 1 1 / 
cm 2 ) , were performed through a poly /gate oxide structure, and a two-step 
anneal (600 °C, 30 m i n ; 700 °C, 30 min) was performed (61). After the anneal, 
the surface concentration decreased by a factor of 2, and the tai l port ion of 
the Β profile moved by approximately 400 Â. F o r F igure 22, a 2 X 1 0 1 4 / 
c m 2 , 5 -keV implant was performed through 100 Â of S i 0 2 and furnace an 
nealed for 35 m i n . Very l i tt le diffusion occurred for Β concentrations above 
3 X 1 0 1 8 / c m 3 (approximate n{ at 800 °C), whereas a movement of 150-250 
Â occurred i n the Β tai l (A. E . M i c h e l , unpublished) . 

F i g u r e 23 shows profiles of as- implanted Β (1 X 1 0 1 4 / c m 2 at 800 k e V 
and 1.2 and 2.0 M e V ) (62). After a two-step anneal (500 °C, 1 h ; 850 °C, 0.5 
h), substantial diffusion i n the order of 900-1600 Â occurred. U n d e r normal 
conditions, the diffusion length for this case should be less than 150 A . 

The diffusional displacement of Β is a function of implant dose and 
energy. T h e energy dependence is i l lustrated i n F i g u r e 24, w h i c h shows 
the diffusion of Β at a concentration of 1 X 10 1 11 c m 3 versus fip, the projected 
range of Β implantation. The implants were 1 Χ 1 0 1 4 - 2 X 1 0 1 4 Β atoms per 
c m 2 annealed at 800-850 °C for approximately 0.5 h . T h e displacement 
increases w i t h implant depth and then reaches saturation. T h e calculated 
curve i n F i g u r e 24 is based on the concentration of excess self-interstitials 
i n the tai l of the implant that increases direct ly w i t h range, up to a m a x i m u m 
value. 

T h e low-temperature enhanced diffusion of Β can be mode led by ca l 
culat ing an effective diffusivity that is then appl ied to the calculation of the 
Β profile by using the P R E D I C T program (59). The duration of enhanced 
diffusion is related to the damage annealing t ime. E m p i r i c a l l y , the removal 
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300 MICROELECTRONICS PROCESSING: CHEMICAL ENGINEERING ASPECTS 

18 

15 

Τ Τ τ 

SIMS — Mete et al. 
— Predict. Cal. 

B + Implants: 
35 keV, 6.6x1012 c m " 2 

75 keV, 1.4x1011 c m " 2 

Annealed: 
600 °C, 30 min 
700 °C, 30 min. 

As-lmplanted 

0.1 0.2 0.3 
xO*m) 

Figure 21. Example of two MOSFET channel Β implants performed through 
a poly gate/oxide structure and annealed at 600 °C for 30 min and at 700 °C 
for 30 min. The substantial enhanced diffusion is shown modeled with calcu
lations from the Predict program. Data are from Mêle et al. (61). Abbreviation 
and symbols: SIMS, secondary ion mass spectrometry; measured after 
implant; A , measured after anneals. (Reproduced with permission from ref
erence 59. Copyright 1988 Institute of Electrical and Electronics Engineers, 

Inc.) 
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1.0E+19 

#r 1 ·0Ε+18 

1.0E+17 

c 
1 1.0E+16 

1.0E+14h 

1.0E+13 

0.8 MeV 1.2 MeV ,—As implanted 

-550 °C, 1 hr 
850 °C, V2 hr 

Depth (jim) 

Figure 23. Examples of measured profile broadening of high-energy Β implants 
at low annealing temperatures. SIMS data are from Ingram et al. (62). (Re
produced with permission from reference 59. Copyright 1988 Institute of Elec

trical and Electronics Engineers, Inc.) 

of excess point defects occurs at t ime ta, w h i c h is defined by equation 47 

ta = 4 Χ Ι Ο " 2 2 exp (5 eV/fcr)(second) (47) 

T h e fraction of the implant damage that anneals, fa, is assumed to depend 
direct ly on t ime at the annealing temperature: 

fa = J (48) 

T h e annealing of damage occurs unt i l fa = 1. I f more than one temperature 
is used i n a process, then 

/ „ = f + lf + . . . (49) 

Thus , the annealing is cumulat ive . 
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Figure 24. Measured and calculated Β diffusional displacement versus proj
ected ion implantation range (Rp) after annealing 1 Χ 1014-2 X 1014/cm2 

implants at 800-850 °C. (Reproduced with permission from reference 59. C opy-
right 1988 Institute of Electrical and Electronics Engineers, Inc.) 

F o r < 1 0 0 > and < 1 1 1 > S i , an additive diffusivity describes Β diffusion 
for implant doses <2 X 1 0 1 4 / c m 2 

D e n h = 9 X 10 - 1 2 (dose /10 1 3 ) 1 / 4 (R p / 7 X 1 0 e x p ( - 0 . 6 eV/kT) (50) 

where R p is i n centimeters. I f the Β dose is greater than 2 X 1 0 1 4 / c m 2 , 
then 

D e n h = 1.4 X 1 0 - n ( R p / 7 x 1 0 " 6 ) e x p ( - 0 . 6 e V / f c r ) (51) 

D e n h is expressed i n square centimeters per second. T h e dose dependence 
of D e n h has been veri f ied for implants i n the range from 5 X 1 0 1 2 to 1 X 
1 0 1 6 / c m 2 . The calculated profiles i n Figures 21 and 22 are based on this 
mode l , w i t h D e n h used as an additive term to the normal temperature-
dependent diffusion. 

Reverse Time Effect of Diffusion. M i c h e l (51) observed two new effects 
associated w i t h the low-temperature annealing of B - implanted layers: (1) an 
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304 MICROELECTRONICS PROCESSING: CHEMICAL ENGINEERING ASPECTS 

apparent " reverse" t ime effect for furnace diffusion w h e n preceded by rapid 
thermal annealing and (2) low-temperature enhanced diffusion only for Β at 
concentrations below n , (Figure 25). 

T h e concentration dependence of enhanced Β difiusion has been ob
served previously but only w h e n the peak Β concentration exceeded sol id 
solubi l i ty (53, 63). T h e reduced Β diffusion i n the profile peak has been 
ascribed to Β c luster ing and extended defects introduced by high-dose i m 
plants. However , the implant used for the data i n F i g u r e 25 does not exceed 
sol id solubil i ty . Two other possibilities exist: (1) the Β peak is i n a vacancy-
rich region produced by implantat ion and cannot diffuse because of an i n 
sufficient supply of self-interstitials or (2) the generated self-interstitials d u r 
ing damage anneal ing change charge state w h e n CB > n „ and this change 
affects Β difiusion. N o data exist to resolve this question. 

T h e reverse t ime effect of difiusion was modeled by using equations 
4 7 - 5 1 . T h e 900 °C R T A step causes the damage anneal t ime , ta> to decrease 
relative to the 800 °C anneal. Thus , the durat ion of transient enhanced 
difiusion decreases as the R T A anneal t ime increases. Calculations us ing this 
mode l are shown i n F i g u r e 25. 

i o 1 9 U 

1 0 1 8 

c 
ο 

φ 
| ι ο -
ϋ 

10 1 6 

Rapid Anneal at 900 °C 
• Osec 
• 5 sec 
χ 15 sec 
• 30 sec 
Subsequent Furnace Anneal 
30 min at 800 °C 

• No anneal 

— l 1 1 1 
Boron Implant — 

2x1014/cm2 at 60 keV \ 
DATA—A. Michel 
Cal—PREDICT 

PREDICT CAL 
_30 sec RTA 
/15 sec RTA 
£ sec RTA 
0 sec RTA 

2000 4000 
Depth (A) 

6000 

Figure 25. Data and calculations showing the reverse diffusion effect from 
implantation damage annealing. As the RTA time increases, the amount of 
enhanced diffusion during the subsequent 800 °C furnace anneal decreases. 
Data are from Michel (51). (Reproduced with permission from reference 59. 

Copyright 1988 Institute of Electrical and Electronics Engineers, Inc.) 
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6. FAIR Diffusion and Oxidation of Silicon 305 

Pre- and Postanneal Impfantations of Si. Implantation of S i + ions into 
predeposited Β layers i n S i produce e ither enhanced or retarded diffusion 
of Β d u r i n g subsequent annealing (58, 63-66). Serv idor i et a l . (58) showed 
that reduced diffusion of Β predeposits occurs at 750 and 900 °C i f the in i t ia l 
Β junct ion depth is 1200 Â, and that enhanced difiusion occurs i f the in i t ia l 
junct ion depth is 3400 Â. T h e S i + implants produced amorphous layers w i t h 
depths of about 2000 Â. These results and other data indicate that enhanced 
Β difiusion occurs i n the end-of-range region of the S i implant where excess 
self-interstitials and interst it ial defects exist. I f the S i + dose is sufficient to 
create an amorphous S i layer that is shallower than the implant depth , then 
the enhancement of Β diffusion d u r i n g subsequent annealing is relatively 
independent of S i + dose (A. E . M i c h e l , unpubl i shed findings). Thus , for Β 
concentrations < n „ 

for the first 100 s of the anneal for temperatures >725 °C. This athermal 
diffusivity is added to the normal temperature-dependent terms to get the 
total difiusion coefficient. 

A sample calculation using these conditions is shown i n F i g u r e 26. B + 

was implanted (1 X 1 0 1 5 / c m 2 and 50 keV) and annealed by R T A at 1150 °C 
for 10 s. T h e n S i + was implanted to create an amorphous layer, and the 
R T A cycle was repeated. These data were compared w i t h a Β profile obtained 
w i t h no S i + implant but w i t h the same heat treatment. T h e enhanced dif
fusion of Β was calculated by using equation 52, and good agreement was 
achieved. This mode l has been veri f ied for R T A and furnace anneals at 
temperatures as low as 750 °C. 

W h e n the B-doped layer is completely contained w i t h i n the amorphous 
layer caused by the S i + implant , retarded diffusion is observed. Godfrey et 
al . (63) showed that at 950 °C, 1-h furnace anneals of 25-keV Β implants 
( 1 0 1 2 - 1 0 1 6 Β atoms per cm 2 ) produced shallower results w h e n the Β implants 
were done i n preamorphized S i . T h e Β diffusion coefficient for anneal ing of 
preamorphized samples that are Β implanted is given by 

O n the other hand , without preamorphizat ion, the intr insic diffusivity of Β 
implants is 

D e n h = 5 Χ Ι Ο " 1 3 c m 2 / s (52) 

D B = 0.56 exp ( - 3 . 4 2 eV/JfcT) (53) 

D B = 0.0019 exp ( - 2 . 7 eV/fcT) (54) 

F o r example, at 950 °C, the ratio D B ( p reamorph ized ) /D B (crystalline) is 
0.32. 
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306 MICROELECTRONICS PROCESSING: CHEMICAL ENGINEERING ASPECTS 

IMPLANT: 50 keV, 1x1015 B/cm2 

RTA: 1150 °C/10 sec 

Β + RTA + RTA 
2. ο ο ο 1 1B + RTA + 2 8Si (80 keV, 1015 cm"2) + RTA 
a PREDICT CAL of 2. 

0.2 0.3 0.4 
Si Depth (μπ\) 

0.5 0.6 

Figure 26. Example of the effect of S i + ion implantation on the subsequent 
diffusion of RTA-annealed B. Data are from Cho et al. (65). (Reproduced with 
permission from reference 59. Copyright 1988 Institute of Electrical and Elec

tronics Engineers, Inc.) 

E q u a t i o n 54 for D B applies only for Β implant doses of > 7 X 1 0 1 3 / c m 2 , 
< 1 0 0 > S i substrates, and temperatures between 900 and 1180 °C. T h e lower 
activation energy i n equation 54 probably reflects the self- interstitial d o m 
inance of Β diffusion in the interst i t ia l -r ich implanted region. However , a 
high-dose S i + implant can produce a vacancy-rich amorphous region that 
may account for the reduced Β diffusion w i t h i n the regrown region and D B 

according to equation 53. 

Transient Diffusion During Rapid Thermal Annealing. W h e n the Β 
implant dose is less than 3 X 10 1 41 c m 2 and an R T A is performed, transient 
diffusion is observed (66). Examples are shown in F i g u r e 27 for implants of 
1 Χ 1 0 1 4 - 2 X 1 0 1 4 Β atoms per c m 2 performed at energies from 1 to 60 
keV. T h e previously pub l i shed data of Sedgwick (66) are inc luded . This case 
is modeled s imi lar ly as the low-dose Β implant - furnace anneal case, except 
for the magnitude of D e n h . Thus , i f neutral and donor point defects contribute 
to Β diffusivities D * and D f

+ , respectively, then the total Β diffusion coef
ficient (D B ) is given by (59) 

D B = (Of + D e n h ) + D + (55) 
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6. FAIR Diffusion and Oxidation of Silicon 307 

where 

D e n h = 3.6 X 10 - 1 3 (dose /10 1 3 ) 1 / 4 (R p /7 X 10-*) (56) 

T h e implant range dependence has been veri f ied for Β implants from 1 to 
60 k e V (Figure 27). E q u a t i o n 56 is appl ied to the calculations u n t i l the 
implant damage has been annealed, and then D e n h = 0. T h e m a x i m u m 
al lowed value of D e n h is 1.5 Χ 1 0 " 1 2 c m 2 / s . T h e damage anneal t ime cr i ter ion 
was der ived from data that show in i t ia l rap id Β diffusion d u r i n g R T A and 
then a marked s low-down (51). 

Low-dose Ρ implants exhibit s imi lar enhanced difiusion d u r i n g R T A (67) 
i n the 800-1150 °C range. The magnitude of this effect is a diffusivity of 6 
X 10~ 1 3 c m 2 / s for 10 s (68). H o w e v e r , M o r e h e a d and Hodgson (56) mode led 
low Ρ difiusion d u r i n g R T A w i t h an effective temperature-dependent diffu
sivity g iven by equation 57. 

D e n h = 0.007 exp ( - 2 . 2 eV/kT) (57) 

1150 1100 1050 
RTA Temperature (°C) 
1000 950 900 850 800 

10 4 c 

χ 
<l 
c ο 
"δ 

·«—» 
c 
CO 
Q. 
Ο 
Q 

103 

102 

10 

τ τ 

4 * 

Τ 3 

A A m Measured 

Calculated 

-60 keV 
-30 keV~ 

-1 keV 

I ι I ι I ι I ι I ι I ι I ι I _ L _ L _ L 
7.0 7.2 7.4 7.6 7.8 aO 8.2 8.4 8.6 8.8 9.0 9.2 9.4 

10 4/Τ (Κ"1) 

Figure 27. Examples of diffusion of low-dose Β impUnts (1 x 10I4-2 x 1014 

Β atoms/cm2) during RTA for 10 s. Calculated curves are based on a time-
dependent model described in the text. 
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308 MICROELECTRONICS PROCESSING: CHEMICAL ENGINEERING ASPECTS 

This diffusivity was appl ied to the mobi le fraction of Ρ that is capable of 
diffusing. In the P R E D I C T program, equation 57 is used for the first 2 s at 
peak R T A temperature over the entire Ρ profile w i t h good results (68), 
prov ided that the anneal temperature is be low 1020 °C. 

T h e 2.2 e V i n equation 57 may represent the migration enthalpy of the 
phosphorus-sel f - interst i t ia l pair (56) w i t h the excess self-interstitials pro 
duced by damage annealing. 

Conclusion. Low-thermal -budget process mode l ing is far more c o m 
plex than previously be l ieved , because ion- implantation-related po int de 
fects and extended defects decay over significant portions of the anneal ing 
t ime. T h e enhanced or retarded difiusion o f dopants is , therefore, dependent 
upon (1) the amounts and types of defects produced by ion implantat ion, (2) 
whether the S i wafer has been preamorphized , and (3) the anneal ing pro 
cedure. Because no first-principle models exist to account for a l l of the 
variables invo lved , empir i ca l models have been developed for each dopant, 
substrate, implantat ion condit ion , and annealing combination. T h e basic 
models used i n the P R E D I C T program have been presented i n their simplest 
form. Add i t i ona l considerations are requ i red for a successful implementat ion 
of these models , such as the dependence on the annealing ambient . F o r 
example, a sl ightly ox id iz ing ambient may slow down the annihi lat ion of 
implantat ion-produced defects and, thus, reduce the effects descr ibed i n this 
section. 

Oxidation of Silicon 

T h e thermal oxidation process is an essential feature of planar-device fab
rication and plays an important role i n the difiusion of dopants i n S i . I n the 
thermal oxidation process, S i reacts w i t h either oxygen or water vapor at 
temperatures between 600 and 1250 °C to form S i 0 2 . T h e oxidation reaction 
may be represented by the fo l lowing two reactions: 

In the fo l lowing sections, oxidation models for calculating oxide thickness 
and process variables that influence oxidation, as w e l l as oxide structure, 
are discussed. 

Oxide Thickness Versus Time. S i l i con oxidation has been modeled 
by using the l inear -parabo l i c macroscopic formulation of D e a l and G r o v e 
(69). As a starting point for the study of this mode l , the kinetics of oxidation 

S i + 2 H 2 0 -+ S i 0 2 + 2H« 

S i + 0 2 - » S i 0 2 

•2 

(58) 

(59) 
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6. FAIR Diffusion and Oxidation of Silicon 309 

w i l l be brief ly rev iewed , and then the current theories on the mechanism 
of oxide growth w i l l be discussed. 

Several definitive experiments have shown that dur ing the thermal ox
idation of s i l icon the ox id iz ing species (some form of oxygen) diffuses through 
the oxide layer and reacts w i t h the sil icon to produce more oxide at the 
S i - S i 0 2 interface (70, 71). F o r oxidation to occur, three consecutive oxidant 
fluxes must exist: (1) transport from the furnace ambient to the outer oxide 
surface, (2) diffusion through the oxide layer of thickness x 0 , and (3) reaction 
w i t h si l icon at the interface. A t steady state, a l l three fluxes are equal . 

Detai ls of the mathematical treatment of the fluxes can be found i n 
reference 69. After the oxidant flux is related to oxide growth rate, equation 
60 is der ived 

dx, = kJÇ*/NÙ m 

dt 1 + (*,/*) + ( W D J 

where ks is the chemical surface reaction rate constant for oxidation, C* is 
the e q u i l i b r i u m oxidant concentration i n the gas ambient , N x is the n u m b e r 
of oxidant molecules incorporated into a uni t vo lume of growing oxide, h is 
the gas-phase transport coefficient of oxidant, and D e f f is the effective diffusion 
coefficient of oxidant i n the oxide. 

To solve the differential equation for x0, a set of in i t ia l conditions is 
required . I f the in i t ia l oxide thickness is x f at t — 0, then the solution to 
equation 60 is (69) 

χ* + Ax0 = B (t + τ) (61) 

where 

A = 2 D e f f ( f c s " 1 + h~l) (62) 

Β = 2DeSC^/Nl (63) 

τ = (x? + Axt)/B (64) 

The parameter τ represents a shift i n the t ime coordinate that corrects for 
the presence of the in i t ia l oxide layer x { . 

B y solving equation 61, the t ime dependence of x0 is obtained. To study 
this result , two l i m i t i n g cases can be examined that are separated by the 
characteristic t ime , A 2 / 4 B , or the corresponding oxide thickness, x0 — D e f f / 
ks. Thus , for t » A 2 / 4 B , the solution to equation 61 becomes 

x0
2 = Bt (65) 
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310 MICROELECTRONICS PROCESSING: CHEMICAL ENGINEERING ASPECTS 

Because of the appearance of equation 65, Β is cal led the parabolic rate 
constant. This l i m i t i n g case is the diffusion-controlled oxidation regime that 
occurs w h e n oxidant availabil ity at the S i - S i 0 2 interface is l i m i t e d by trans
port through the oxide (thick-oxide case). 

F o r short t imes and t h i n oxides, i f (t + τ) < < A 2 / 4 B , the solution to 
equation 61 becomes 

x0 = (B/A)(t + τ) (66) 

This solution describes the l inear growth regime, and Β ΙΑ is the l inear rate 
constant where 

BIA = khC^/N^k + h) (67) 

T h e l inear growth rate depends on the interface reaction and is l i m i t e d by 
the value of ks and the availabil ity of oxidant for the interface reaction. 

T h e rate constants that are der ived from the D e a l - G r o v e m o d e l a l low 
a reasonable characterization of oxidation as a function of temperature, fur
nace ambient , s i l icon doping concentration, and si l icon crystal orientation. 
B u t the mode l does not give a detai led understanding of the mechanisms 
that produce these dependencies, nor is it relevant to oxides w i t h thicknesses 
less than 350 A . This deficiency of the mode l is part icularly troublesome, 
because V L S I devices are current ly be ing produced w i t h gate oxide th ick
nesses i n the order of 100 Â. Th is anomalous oxidation region has been 
attr ibuted to nonconforming kinetics i n the early stages of oxidation, w h e n 
growth is assumed to proceed v ia a l inear (surface-controlled) process. H o w 
ever, recent analysis of the D e a l - G r o v e mode l by Reisman et a l . (72) has 
shown that, except at zero oxide thickness, no l inear regime is possible. 

Analysis of a vast amount of data by Re isman et a l . (72) has shown that 
si l icon oxide thickness versus t ime can be modeled by a general power law 
of the form 

x0 = a(tg + r)b (68) 

where x0 is the final S i 0 2 thickness, a and b are constants, tg is the t ime for 
growth measured i n a given experiment , and τ is the t ime to grow an oxide 
of thickness xh already present on the S i surface. T h e result of this mode l 
contrasts w i t h that of the D e a l - G r o v e mode l for w h i c h oxide thickness is 
the solution to the quadratic equation, equation 61. 

A comparison of the power law descript ion of oxide thickness (equation 
68) and the D e a l - G r o v e mode l is shown i n F i g u r e 28. T h e data of D e a l and 
G r o v e taken at 700 °C are plotted on l inear scales, and equation 66 is p lot ted 
w i t h measured values of B/A and τ. Shown for comparison is equation 68 
w i t h the appropriate constants obtained by a fractional weighted least-square 
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6. FAIR Diffusion and Oxidation of Silicon 

fit to the data. Because no anomalous thin-oxide regime is observed, the 
power law better describes the data. 

A universal fit of the power law given by equation 68 to al l the data for 
dry oxidation accumulated for the past 20 years was found (72). Values for 
the t ime- independent exponent b var ied from 0.24 to 0.90, depending on 
temperature and oxygen pressure. T h e fit of these data to a power law 
suggests that oxidation is l i m i t e d by either surface reaction or mass transport. 
I f the l i m i t i n g value of b is 1, then oxidation is l i m i t e d by surface reaction. 
If the l i m i t i n g value of b is 0.5 (parabolic growth regime), then mass transport 
of oxygen l imits oxidation. N i co l l i an and Reisman (73) argue that b exceeds 
0.5 i n many cases. Thus , oxidation is l i m i t e d by surface reaction, and mass 
transport of oxidant must be very rapid through amorphous S i 0 2 . 

T h e key feature of the mode l of N i co l l i an and Reisman (73) is that the 
surface-reaction-l imited oxidation process has viscous oxide flow as the rate-
l i m i t i n g mechanism. D u r i n g oxidation, vo lume expansion occurs w h e n s i l 
icon is oxidized, and the viscous flow of oxide accompanies this expansion. 
T h e rate of growth at the interface is g iven by 

sir 
^ = kfp"-krPr (69) 
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312 MICROELECTRONICS PROCESSING: CHEMICAL ENGINEERING ASPECTS 

where and kr are the forward and reverse specific reaction rate coefficients, 
respectively, p n is instantaneous partial pressure of S i O for the forward 
reaction of order n , and pm is the instantaneous partial pressure of S i O for 
the reverse reaction of order m: 

S i 0 2 (s) 4- S i (s) - » 2 S i O (g) (70) 

T h e rate of the reverse reaction is assumed to be negligible compared w i t h 
that of the forward reaction (73). 

In the viscous-flow mode l , oxidation rate and viscosity are related 
through kfi 

^ = kf(t,p,T)p° (71) 

A t ime-dependent kf is r equ i red to explain the physical meanings of the 
coefficients a and b i n equation 68. Thus , 

kf(t, ρ , T) = kA exp [ - Δ Ε Α (*, ρ , T)lkT] (72) 

where kA is the specific rate coefficient of the forward reaction at infinite 
temperature and Δ £ Α is the activation energy of the reaction 

Δ £ Α (t, ρ , Γ) = Δ £ „ (t, ρ , Γ) + ΔΕΡ (73) 

Therefore, the activation energy is not constant and consists of AEF for the 
reaction energy and ΔΕυ, w h i c h is the energy required to produce free 
vo lume by viscous flow. 

T h e viscosity of fused sil ica decreases w i t h increasing water vapor pres
sure (74), but no oxygen pressure dependence has been reported. H o w e v e r , 
N i co l l i an and Reisman (73) reason that the increase i n oxidation rate w i t h 
increasing oxygen pressure impl ies a decrease i n average viscosity, an i n 
ference that explains the pressure dependence of ΔΕν. T h e t ime dependence 
of ΔΕ,. is be l ieved to result from the structural reconfiguration of newly 
formed oxide from an in i t ia l ly ordered structure to an amorphous structure. 
This reorder ing is accompanied by a cont inuing increase i n average oxide 
viscosity w i t h t ime . H o w e v e r , no direct experimental data exist at present 
to support these fundamental concepts. 

Numerous other models have been proposed to explain the deviation 
of dry oxidation from l inear -parabo l i c kinetics . F o r example, field-assisted 
oxidant diffusion d u r i n g the oxidation of metals was proposed by C a b r e r a 
and M o t t (75) and used by D e a l and Grove (69) to explain the results for 
th in oxides. G h e z and van der M e u l e n (76) proposed the dissociation of 
molecular oxygen into atomic oxygen at the S i - S i 0 2 interface and the re -
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6. FAIR Diffusion and Oxidation of Silicon 313 

action of both species to form S i 0 2 . O t h e r suggestions of reaction mecha
nisms for th in oxides inc lude reactions invo lv ing ionic and molecular oxygen 
(77); difiusion of two oxidant species, w i t h one species dominant i n the t h i n -
oxidation regime (78,79); and oxide-thickness-dependent difiusion of the ox
idant related to the existence of structural channels through S i 0 2 (80). A n 
other paral le l difiusion model based on 1 8 0 2 tracer experiments has been 
reported by H a n and H e l m s (81). In this mode l , the interface reaction rate 
constants of the oxidant species were quite different. Determinat ion of the 
rate constants l e d to parabo l i c - l inear -parabo l i c kinetics. 

T h e models descr ibed so far can explain most of the available data, but 
no mode l by itself is completely consistent w i t h a l l data. H e l m s et a l . (82) 
correctly po inted out that considerable experimental data are available to 
test models. T h e assessments o f models should consider the fo l lowing points: 

• Accurate fits to available data 

• Appropr iate parameters should fol low l inear Arrhen ius behav
ior as a function of temperature (69). T h e mode l must d e m 
onstrate oxidant pressure dependence (78), " m e m o r y " effects 
as a function of growth temperature (83), and substrate doping 
effects on oxidation (84). 

• Consistency of the mode l w i t h optical data showing index of 
refraction as a function of growth temperature (85), data on 0 2 

solubi l i ty and difiusion coefficient in S i O z , and isotopic tracer 
data (86). 

Process Variables in Oxidation and Oxide Structure. Oxide 
Structure. T h e basic structural unit of thermal ly grown S i 0 2 is a si l icon 
atom surrounded tetrahedrally by four oxygen atoms. These tetrahedra are 
j o ined together at their corners by oxygen bridges to form the quartz net
work. In the amorphous structure, a tendency to form the characteristic 
rings w i t h six si l icon atoms exists. 

Amorphous si l ica is a more open structure than crystall ine quartz, be 
cause only 4 3 % of the space is occupied. Consequent ly , a wide variety of 
impuri t ies can readi ly enter amorphous S i 0 2 and diffuse through the layer. 
Add i t i ona l loosening of the S i 0 2 network has been observed w h e n H a O is 
present i n the oxide (87, 88). Related to the loosening effect of H 2 0 on S i 0 2 

is the report that the diffusion coefficient of oxygen i n H 2 0 - t r e a t e d bu lk S i 0 2 

is greater than that i n dry 0 2 (89). This effect has been used to explain the 
increase i n the parabolic rate constant for dry 0 2 oxidation w h e n trace 
amounts of H 2 0 are introduced into the furnace ambient (90). 

Add i t i ona l clues about the physics and chemistry of s i l icon oxidation can 
be obtained by studying the S i - S i 0 2 interface. H e l m s (91) rev iewed the 
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314 MICROELECTRONICS PROCESSING: C H E M I C A L ENGINEERING ASPECTS 

current understanding of the morphology and electronic structure of the 
interface. O n e important result of H e l m ' s discussion is that it is now be l ieved 
that a nonstoichiometric region of a few angstroms thick exists at the interface 
(92-94). Thus , the transition from crystall ine si l icon to the amorphous oxide 
phase is quite abrupt (~5 Â) at any point. A l though the chemical composit ion 
of this transition layer has not been determined , it is estimated that excess 
si l icon atoms (~~10 1 5 /cm 2) reside i n that layer (91). Consequent ly , the i n f l u 
ence of electric fields on oxidation may occur because the transit ion region 
acts as an electrochemical ce l l i n w h i c h the oxygen-bearing species becomes 
ion ized and moves according to the normal field and concentration gradients 
i n that region. 

Process Variables. T h e thermal oxidation process is a direct function 
of process variables, i n c l u d i n g the condit ion of the s i l icon surface. T h e fo l 
l owing are important factors that affect thermal oxidation: 

• si l icon surface c leaning, 

• trace amounts of water, 

• concentration of C l - b e a r i n g species, 

• temperature control and ramp u p / r a m p down, 

• s i l icon orientation, and 

• si l icon doping . 

In addit ion , these process variables influence the electrical properties of the 
S i - S i 0 2 interface, that is , they influence the quantities of fixed charges, 
interface states, and charge traps. 

Silicon Surface Cleaning. T h e commonly used procedures for c lean
i n g S i wafers involve the use of acidic and basic hydrogen peroxide so lu
tions. Schwettmann et a l . (95) investigated three c leaning solutions: 
2 H 2 S 0 4 - H 2 0 2 , N H 4 O H - H 2 0 2 - H 2 0 , and H C 1 - H 2 0 2 - H 2 0 . After 10 m i n 
in the prescr ibed solution, the wafers were r insed and dr i ed . Oxidat ion was 
carr ied out at 1000 °C i n dry 0 2 . Measurements of oxide thickness were 
made versus oxidation t ime, and these results are shown i n F i g u r e 29. T h e 
l inear rate constant of the D e a l - G r o v e mode l (69) var ied by a factor of 2, 
depend ing on the c leaning solution. T h e parabolic rate constant was not 
affected. 

A u g e r analysis and E S C A (electron spectroscopy for chemical analysis) 
of the c leaned wafers showed no contaminants. However , the a m m o n i u m 
hydroxide solution produced a h igh mobi le - i on content i n the grown films. 

M o r e recently, G o u l d and Irene (96) studied surface-cleaning effects on 
the oxidation o f s i l icon wafers for oxide thicknesses up to 4300 A . T h e y found 
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Figure 29. Effect of preoxidation clean on oxide growth rate (95). 

results s imilar to those of Schwettmann et a l . (95) w i t h regard to th icker 
oxides be ing grown w i t h b a s e - a c i d - H F cleaning solutions compared w i t h 
c leaning solutions containing base only. However , the c leaning procedures 
affected oxidation rates w e l l beyond the l inear growth region as defined by 
the D e a l - G r o v e mode l (69). O n the basis of measurements of refractive 
indices and oxide density calculations, they concluded that the samples w i t h 
the highest oxidation rates had the lowest oxide densities and vice versa. 
T h e oxides with* lower density should enable faster diffusion of oxygen 
through the oxide and, therefore, faster oxidation. 

G o u l d and Irene (96) state that the oxide structural changes they meas
ured do not provide conclusive results, but the density differences may be 
significant. These results may also provide support for the mode l of N i c o l l i a n 
and Reisman (73), i n w h i c h oxidation is presumed to be l i m i t e d by interface 
reaction for a l l oxide thicknesses. 

Effects of Water. The diffusion of water i n S i 0 2 may be complicated 
by dissociation that produces hydroxy l groups as shown by equation 74. 

H 2 0 + S i 4 + - 0 - S i 4 + - * 2 S i 3 + - H O (74) 

E v i d e n c e for this reaction has been rev iewed recently by Revesz (97). Thus , 
the oxidation of s i l icon in water vapor involves the diffusion of O H and 
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316 MICROELECTRONICS PROCESSING: CHEMICAL ENGINEERING ASPECTS 

removal of H 2 according to the fol lowing reaction (98): 

(75) 

S i 3 + represents the local ized reduct ion of the network S i 0 2 _ r T h e value of 
χ was measured from U V absorption to be ~ 3 x 10" 5 (98). 

T h e most predominant effect of H 2 0 i n the oxidiz ing ambient is to 
increase the parabolic rate constant (90). As a result , the effect of the interface 
reaction as the rate-control l ing process increases w i t h increasing H 2 0 con
tent. A relat ively smal l H 2 0 concentration (25 ppm) i n Ο 2 is already sufficient 
to increase the parabolic rate constant by factors of 1.3 and 1 . 6 f o r < l l l > -
and <100>-or iented si l icon wafers, respectively (99). T h e l inear rate con
stant increases more gradually over the range of added H 2 0 (0-2000 ppm) 

As po inted out earl ier , the effect of trace amounts of water on s i l icon 
oxidation has been ascribed to the loosening of the S i 0 2 structure. Possibly , 
hydrogen plays a catalytic role i n the interface reaction between si l icon and 
H 2 0 (100). H y d r o g e n is almost always present i n S i 0 2 films, coming from 
numerous possible sources (100). However , because the thermal oxidation 
of s i l icon even i n oxygen is not completely understood (101), the effects of 
H 2 0 and other hydrogen-bearing species cannot be explained i n detai l at 
present. 

Perhaps hydroxy l groups or H 2 0 molecules, or both, diffuse through 
the S i O 2 film and react w i t h s i l icon, and hydrogen is formed at the S i - S i 0 2 

interface, result ing i n the generation of extrinsic defects at the interface. 
F o r example, hydrogen may react w i t h S i O £ at h igh temperatures to y i e l d 
trivalent S i defects or S i H groups (99). Thus , for Γ - 1 0 0 0 °C, 

Another example is the reaction of hydrogen w i t h surface si l icon atoms, S i s , 
that have a dangl ing bond (unpaired electron). Thus , for Τ ^ 500 °C, 

Therefore, S i O H behaves as an electron acceptor, whereas S i H behaves as 
an electron donor. These defects may contribute to the electrical properties 
of the S i - S i O £ interface. Consequent ly , proper control of oxidation and 
anneal ing conditions w i t h respect to hydrogen (water) is a crucia l step i n 
technology. 

(90). 

S i - O - S i + 2 Η - » S i - O H H - S i (76) 

S i s - + Η —» S i s - Η (77) 

Effects of Chlorine. T h e addit ion of chlor ine-bearing species (HC1, C l 2 , 
and C 2 H C 1 3 [ trichloroethylene or T C E ] ) to the oxidation ambient results i n 
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6. FAIR Diffusion and Oxidation of Silicon 317 

improved properties of the S i - S i O £ system. C h l o r i n e lowers the interface 
state density, stabilizes the surface potential , and enhances the die lectr ic 
strength of the oxide (102). A l so , such additives increase the oxidation rate 
compared w i t h that i n pure d r y 0 2 at al l temperatures (102-104). Examples 
of the increases i n the parabolic and the l inear rate constants w i t h H C 1 
concentration are shown in F i g u r e 30 for 0 2 - H C l mixtures (103). Data for 
both < 1 1 1 > and < 1 0 0 > si l icon are inc luded . Essential ly no orientation 
effect is observed i n the parabolic rate constant Β (Figure 30a), and increasing 
the H C 1 concentration above 1% results i n a l inear increase i n B. T h e large 
in i t ia l increase i n Β and the l inear increase w i t h subsequent additions are 
be l ieved to be part ly due to water generation by the fol lowing reaction (103): 

4 H C 1 + 0 2 ^ 2 H 2 0 + 2C1 2 (78) 

However , oxidation i n 0 2 - C l 2 mixtures also results in an enhanced oxidation 
rate, a fact indicat ing that the chlorine species itself is mainly responsible 
for the enhanced oxidation (102). 

Silicon Orientation Effects. T h e r m a l oxidation rate is inf luenced by the 
orientation of the S i substrate. The effect involves the l inear rate constant 
used i n the D e a l - G r o v e mode l (69). T h e ratio of this constant, Β/A, for 

HCI CONCENTRATION (¥0L %) HCI COMCEIITMTIOi (¥01. %) 
(a) (b) 

Figure 30. Parabolic (a) and linear (b) rate constants vs. HCl concentration. 
(Reproduced with permission from reference 103. Copyright 1977 The Elec

trochemical Society, Inc.) 
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318 MICROELECTRONICS PROCESSING: CHEMICAL ENGINEERING ASPECTS 

< 1 1 1 > S i to that for < 1 0 0 > S i is given by 

B / A < 1 1 1 > = C 1 < 1 1 1 > e x p ( - 2 . 0 e V / f c r ) ^ 

B / A < 1 0 0 > " C 1 < 1 0 0 > e x p ( - 2 . 0 e V / f c T ) ' ( ' 

Thus , < 1 0 0 > surfaces oxidize more slowly than < 1 1 1 > surfaces do. T h e 
lower oxidation rate of < 1 0 0 > surfaces is due probably to the fewer sites 
w i t h w h i c h oxygen can react. BIA depends on the n u m b e r of si l icon bonds 
per cubic cent imeter available. T h e l inear oxidation rate for various forms 
of S i follows the sequence < 1 1 0 > > < 1 1 1 > > < 3 1 1 > > < 5 1 1 > > < 1 0 0 > 
(105). A crossover i n rate such that the rate for < 1 1 1 > S i is greater than 
that for < 1 1 0 > S i occurs at 700 and 1000 °C but not at 1100 °C. 

T h e orientation dependence of the interface reaction has been attr ibuted 
to the n u m b e r of S i - S i bonds available for reaction (76, 106, 107), the 
orientation of the bonds (76, J06), the presence of surface steps (108, 109), 
stress i n the oxide film (110, 111), and the attainment of m a x i m u m coherence 
across the S i - S i 0 2 interface (76, 111). H o w e v e r , no strong correlations have 
been established between these properties and oxidation rate, although 
L e w i s and Irene (105) developed a qualitative correlation between the order 
of the in i t ia l rates and the density of atoms on planes paral le l to the surface. 

Effects of Silicon Doping. S i l i con heavi ly doped w i t h donor or acceptor 
impuri t ies can exhibit oxidation rates that are considerably enhanced relative 
to l ight ly doped si l icon (84,112). F o r example, the dependencies of the rate 
constants on substrate phosphorus doping leve l are shown i n F i g u r e 31 for 
oxidations o f < 1 1 1 > si l icon at 900 °C. BIA increases sharply by more than 
an order of magnitude as the phosphorus leve l increases beyond — 1 0 2 0 / c m 3 . 

Ι Ο " 3 

i o - « 

= B/A0im/MIN.) 
F > — 

= BOimZ /I(I1N.) 

1Q—SI ι ι mini ι ii I I I 
10" 1 0 « 1 0 » 10 2 0 10 2 1 

Cgc ( « H " 3 ) 

Figure 31. Rate constants vs. silicon substrate. (Reproduced with permission 
from reference 116. Copyright 1979 The Electrochemical Society, Inc.) 
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6. FAIR Diffusion and Oxidation of Silicon 319 

The parabolic rate constant, B, is affected only slightly. These results show 
that the doping effect only influences the interface reaction. 

T h e temperature dependence of the l inear rate constants for various 
electron concentrations i n phosphorus-doped si l icon indicate that the dop ing 
has only a slight effect on the associated activation energy. Thus , because 
Β ΙΑ is proport ional to the rate of the interface reaction, the doping effect is 
b u r i e d i n the chemical , e lectrical , or, possibly, mechanical dependence of 
surface rate on doping. 

T h e oxidation reactions occurr ing at the S i - S i 0 2 interface may be c h e m 
ical reactions invo lv ing holes, s i l icon, and ionized oxygen. H o w e v e r , for 
these reactions to occur, space or sites must be available to incorporate 
oxygen into the growing S i 0 2 film. Dobson (113, 114) proposed that the 
oxidation reaction may inc lude the filling of a vacancy at the interface of the 
si l icon lattice by an oxygen atom to annihilate a si l icon vacancy, or the oxygen 
atom may occupy a si l icon site to create a si l icon interstit ial . T h e net result 
w o u l d be a flow of si l icon atoms away from the interface to incorporate the 
growing oxide by making room for the oxygen atoms. Al ternat ive ly , a flux 
of si l icon vacancies flowing to the interface from the bu lk may provide re 
action sites for the oxygen species. T h e ox id iz ing interface then becomes an 
interstit ial source or a vacancy sink. This process is i l lustrated i n F i g u r e 32 
(115). S i l i con interstitials may flow into the S i 0 2 and meet and react w i t h 
the oxidation species. 

I f the kinds of point-defect-related events just discussed do occur, we 
expect a relationship between oxidation rate and the dependence of these 
defects on doping leve l . H o and P l u m m e r (116, 117) proposed a mode l that 
accounts for the increase of BIA on this basis. The model assumes that the 
oxidation of l ight ly doped si l icon proceeds v ia nonvacancy-dominated inter 
face reactions such as the incorporation of an oxygen atom onto a si l icon site. 
H o w e v e r , because the total vacancy concentration increases w i t h increasing 
dop ing concentration above n p it is proposed that above a certain dop ing 
leve l , vacancy-assisted oxidation becomes dominant at the interface (Figure 
32). These results are consistent w i t h the earl ier discussion on the dop ing 
dependence of oxidation-enhanced difiusion, where it was assumed that the 
e q u i l i b r i u m concentration of vacancies increased w i t h dop ing and acted to 
reduce the injected self- interstitial concentration through recombination 
events. Al ternat ive ly , the increased vacancy may provide a compet ing ox i 
dation mechanism that reduces the oxidation reaction that produces self-
interstitials. 

C o n c l u s i o n . E x i s t i n g empir i ca l models such as the D e a l - G r o v e 
mode l have been used for many years as a means of estimating oxide thickness 
as a function of extracted rate constants. T h e effects of processing on oxidation 
are inc luded i n these rate constants, but generally only by means of meas
urement . N o fundamental basis exists yet for the direct calculation of these 
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tfj)-»- INTERSTITIAL 
^ FLOW INTO BULK 

/ A t e ) INTERSTITIAL 
' FLOW INTO Si0 2 

DOMINANT IN 
NORMAL OXIDATION 
(LOW DOPING LEVELS) 

-\SiJ VACANCY FLOW Ί ^ ^ ^ . ^ 
rROM em κ / D 0 M I N A N T I N 

MUM BULK I ENHANCED OXIDATION 
> BECAUSE OF HIGH 

%\) VACANCY GENERATION DOPING LEVELS 
AT INTERFACE J 

J 

Si0 2 Si 

Figure 32. Role of silicon point defects in the oxidation reaction (115). 

rate constants as a function o f any variables. Th is prob lem results from the 
fact that no exact detai led m o d e l of oxidation exists on w h i c h to base such 
calculations. H o w e v e r , recent proposals seem promis ing as a basis for such 
calculations. 
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7 
Resists in Microlithography 

Michael J. O 'Br ien 1 and David S. Soane 2 

1Silicone Products Division, General Electric Company, Waterford, N Y 12188 
2Department of Chemical Engineering, University of California, Berkeley, 
C A 94720 

The drive toward increased circuit density in microelectronic devices 
has prompted significant efforts aimed at improving the resolution 
capabilities of lithographic equipment, materials, and processes. This 
chapter provides an overview of the various microlithographic strat
egies currently in use, with a special emphasis on resist materials, 
chemistry, and processing schemes. Emerging technologies are also 
described, which, although not yet implemented, may hold the key 
to future progress. 

T H E D E M A N D F O R I N C R E A S E D C I R C U I T D E N S I T Y on si l icon chips over the 
last 25 years has cont inued to push up the leve l of integration. Photo l i th 
ography has responded to this demand by improvements i n exposure and 
al ignment systems, product ion of new materials, and innovative fabrication 
methods. Today, 1-2-μπι features are typical of cr it ical geometries for most 
product ion devices, whereas i n state-of-the-art processes, submicrometer 
features are becoming more common. In this chapter, various micro l i tho 
graphic strategies and the key role of polymers i n this technology w i l l be 
discussed. Inorganic resist materials, w h i c h are st i l l i n a h ighly exploratory 
stage of development , w i l l not be covered. 

L i thographic processes are based on radiat ion- induced alteration of 
h ighly special ized photosensitive po lymer ic films, w h i c h are cal led pho
toresists or, s imply , resists. T h e photoresists used i n semiconductor m i 
crolithography were original ly developed for the pr in t ing industry (I). F o r 
a typical process, the resist is appl ied onto a substrate to form a th in uni form 
film. Irradiation through a glass plate or "mask" coated w i t h an opaque 
material (usually chromium) bearing an array of c ircuit patterns allows se-

0065-2393/89/0221-0325$13.80/0 
© 1989 American Chemical Society 
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326 MICROELECTRONICS PROCESSING: CHEMICAL ENGINEERING ASPECTS 

lected areas of the photoresist to be exposed (Figure 1). The modif ied or 
exposed regions of the po lymer exhibit an altered rate of removal or deve l 
opment i n certain chemical reagents (developers), w h i c h results i n the for
mation of a po lymer i c re l ie f image of the mask pattern. O n the basis of the 
chemical nature of the photoresist, e ither a positive or a negative image of 
the or iginal mask is formed. Resists that produce negative-tone images 
undergo cross- l inking upon irradiat ion. Cross - l ink ing renders these resists 
less soluble i n the developer solvent. Converse ly , positive resists undergo 
molecular changes that enhance their solubi l i ty i n the developer such that 
exposed regions are preferential ly removed. 

T h e patterned resist image thus obtained delineates the areas i n w h i c h 
subsequent modification or removal of the under ly ing substrate w i l l take 
place. T h r o u g h either chemical or physical processes, the substrate is altered 
in the unmasked regions, whereas the remaining resist protects the areas 

Exposure 

Incident Radiation 

Will l l l i min 
Mask 

Photoresist 

Deve lopment 

Positive-tone Resist Negative-tone Resist 

Figure 1. Diagram showing how irradiation through a mask allows selected 
areas of the photoresist to be exposed. In positive resists, the exposed areas 
become more soluble in the developer and, therefore, can be selectively re
moved. In negative resists, the exposed areas become less soluble in the de

veloper, and thus, unexposed material is selectively dissolved. 
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7. O 'BRIEN & S ο AN Ε Resists in Microlithography 327 

where m i n i m a l change is intended. As the final step i n this process, the 
remain ing resist is s tr ipped by wet- or plasma-etching methods. This pho
tolithographic sequence is repeated for every patterned c ircuit layer on the 
semiconductor device. E a c h t ime , the appropriate mask is precisely al igned 
to the previous pattern on the wafer. Resist materials used i n this application 
must meet stringent resolution and sensitivity requirements . They must also 
possess excellent film-forming properties and durabi l i ty to withstand the 
highly cojrosive chemicals, plasma treatments, and temperature cycles e n 
countered d u r i n g substrate etching, doping, and deposit ion processes. 

Exposure Techniques 

Optical Lithography. L i thographic processes can be classified ac
cording to the energy used to expose the resists and the equipment necessary 
to accomplish the process. Image quality depends on the exposure method , 
hardware, and resist material . In optical l i thography, the resist is exposed 
to radiation w i t h i n the near- to d e e p - U V region (200-450 nm). 

Near-UV Lithography. N e a r - U V l ithography, i n w h i c h resists are ex
posed to radiation i n the 350 -450-nm n e a r - U V range, is by far the most 
commonly used optical l i thographic method i n product ion. Exposure systems 
designed for this purpose are equ ipped w i t h high- intensity m e r c u r y - x e n o n 
lamps as radiation sources and a variety of lenses and mirrors for l ight 
col l imation. T h e spectral output of the m e r c u r y - x e n o n lamp i n the 350 -450 -
n m range has several strong peaks, the most important of w h i c h are at 365 
n m (i line) and 436 n m (g line). 

Several methods are available to image photoresists. I n contact pr in t ing , 
the mask and substrate are brought into hard contact under vacuum. E x 
posure occurs through a mask, w i t h the c ircuit pattern reproduced many 
times i n an array. This procedure results i n a 1:1 image of the entire mask 
on each wafer. Unfortunately , several major faults of this scheme offset the 
advantage of excellent resolution and prec lude its use i n the fabrication of 
high-density devices. F i r s t , scratches result ing from surface contact lead to 
wear and premature degradation of the mask. Second, unacceptably h igh 
levels of resist damage and particulate defects occur. T h i r d , the inherent 
lack of absolute substrate and mask flatness precludes perfect contact and 
gives rise to distort ion. These problems have prompted the development of 
more-sophisticated al ignment tools, and now, contact pr in t ing is relegated 
pr imar i ly to the product ion of inexpensive chips w i t h large device geome
tries. 

Prox imity pr in t ing , a variation of contact pr in t ing , preserves a m i n i m u m 
gap of approximately 10-30 μπι between the si l icon wafer and the mask. 
A l t h o u g h the prob lem of particulate contamination is avoided, l ight distort ion 
is enhanced, and a loss i n resolution results. 
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328 MICROELECTRONICS PROCESSING: CHEMICAL ENGINEERING ASPECTS 

Project ion p r i n t i n g uses a series of h ighly ref ined reflecting lenses to 
project the mask image onto the wafer over a distance of many inches. Th is 
method allows tight contamination control and prolonged mask life but is 
prone to optical aberrations. T h e necessity of using h ighly sophisticated 
optical systems and the mechanics requ ired to achieve adequate al ignment 
dramatical ly increase the cost of projection aligners. 

T h e qual i ty of pattern transfer differs greatly among the three modes of 
pr int ing . As an example, a mask w i t h paral lel bundles of slits and spaces 
between slits w i t h dimensions comparable w i t h the slits can be considered. 
I n this case, optical interference results i n distorted images. T h e theoretical 
m i n i m u m dimens ion (for both space and slit) that allows resolvable inter 
ference peaks for contact or proximity pr in t ing is approximated by: 

In equation 1, bmin is the m i n i m u m feature size transferable, λ is the wave
length o f l ight , s is the separation between the mask and the substrate, and 
d is the thickness of the resist layer. I n projection pr in t ing , a series o f 
undulat ing maxima and m i n i m a are produced. Because of mutua l interfer
ence, the dark region is never completely dark, and the max imum brightness 
does not correspond to 100% transmission. T h e quality of transfer can be 
convenient ly indicated b y the modulat ion index, M , w h i c h is def ined as 
follows: 

M = / m a x ~ I m i n (2) 
I + I 
x max 1 * m m 

In equation 2, J m a x and Z m i n are the peak and trough intensities, respectively. 
Ideal optics w o u l d give an index equal to unity . However , i n practice, a l l 
exposure systems behave less than ideal ly (i .e. , M < 1). 

E v e n though projection optics embodies the inherent l imitat ion of pat
tern transfer just ment ioned , this technique has become a dominant approach 
i n high-resolution work. A key reason for this success is the abi l i ty o f pro 
ject ion p r i n t i n g to use reduct ion refraction optics w i t h h igh numer ica l ap
ertures. T h e resolving power of projection systems can be approximated by: 

ΝΑ 

In equation 3, W is the m i n i m u m feature size, k is an empir ica l ly de termined 
constant that depends on resist processing, λ is the wavelength of the inc ident 

Pu
bl

is
he

d 
on

 M
ay

 5
, 1

98
9 

on
 h

ttp
://

pu
bs

.a
cs

.o
rg

 | 
do

i: 
10

.1
02

1/
ba

-1
98

9-
02

21
.c

h0
07



7. O 'BRIEN & SOANE Resists in Microlithography 329 

radiation, and N A is the numer ica l aperture of the optical system. Thus , 
resolution can be increased by us ing shorter wavelength radiation or b y 
increasing the numer i ca l aperture. In addit ion, some improvement i n res
o lut ion can be achieved by adjusting processing conditions to m i n i m i z e k. 

Unfortunately , resolution gains through the use of h i g h - N A optics or 
shorter wavelengths have a deleterious effect on the depth of focus ( D O F ) , 
as shown by equation 4: 

D 0 F - « b ( 4 ) 

Because D O F is d irect ly proport ional to wavelength and inversely propor
tional to the square of N A , the use of shorter wavelength radiation has less 
effect than the increase i n the numer ica l aperture. 

Despi te improvements i n projection optics, interference phenomena 
unrelated to mechanical design continue to l i m i t l i thographic resolution. 
O n e such example is the standing-wave effect (2). D u r i n g exposure, the 
incident l ight is only partially absorbed by the resist, and unabsorbed r a 
diation can undergo partial reflection at the resist-substrate interface. T h e 
result ing reflected beam then sets up an interference pattern w i t h the u n 
absorbed incident beam. A resist near a constructive node reacts more ex
tensively than does a material near a destructive node. T h e uneven structural 
alteration manifests itself as scalloped edge profiles after resist development , 
w h i c h compromises pattern resolution. O n e solution to this prob lem is the 
use of an antireflective coating to reduce reflective waves (3, 4). A n o t h e r 
approach involves the use of a postexposure bake step that smoothes the 
resist edges by diffusion of the reacted species (5). M u l t i l e v e l resists, w h i c h 
w i l l be discussed i n a later section, offer st i l l another remedy to this prob lem. 

T h e fundamental l imitations of optical interference can be suppressed 
greatly i f the wavelength of the source radiation is shortened. Because pat
tern distortion is severe w h e n feature resolution approaches the exposure 
wavelength, the use of short-wavelength radiation pushes the resolution 
towards finer features. Thus , the increasing t rend is to explore d e e p - U V 
sources and to improve upon the existing n e a r - U V hardware. T h e desire to 
reduce feature size has also generated m u c h interest i n X-rays and electron 
beams as alternative radiation sources. 

Deep-UV Lithography. T h e important issues for d e e p - U V l i thography 
(200-250 nm) are al igner optics and resist materials. Problems i n al igner 
optics stem from the decreased transparency of standard lens materials i n 
this frequency range, w h i c h necessitates the use of more-expensive con
struction materials such as quartz. Typica l n e a r - U V positive resists are not 
useful for d e e p - U V l ithography because of unacceptable absorption at 
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330 MICROELECTRONICS PROCESSING: CHEMICAL ENGINEERING ASPECTS 

200-250 n m . Resists tai lored for improved performance i n the d e e p - U V 
region, however , are now becoming available i n new products (6). N e v e r 
theless, d e e p - U V l ithography remains i n the development phase and is not 
current ly used i n integrated-circuit (IC) product ion. 

D e e p - U V source brightness is another issue, because the power output 
of a 1-kW m e r c u r y - x e n o n lamp i n the 200 -250-nm range is only 3 0 - 4 0 m W . 
F o r this reason, excimer lasers (such as K r C l and K r F ) , w h i c h can de l iver 
several watts of power at the requ i red wavelengths, are be ing considered 
as alternatives (7). I n fact, a d e e p - U V step-and-repeat projection system w i t h 
an al l -quartz lens and a K r F excimer laser w i t h an output at 248 n m has 
been reported (8). E v e n the laser-based systems require resists w i t h a sen
sit ivity of 3 0 - 7 0 m j / c m 2 . 

Electron Beam Lithography. T h e ever -d imin ish ing I C feature size 
has motivated the development of exposure techniques w i t h high-energy 
sources. O n e such radiation source is the electron beam. This technology is 
rout inely used to generate masks for photol ithography and is foremost i n 
experimental applications of complex-device fabrication. Its two major draw
backs are low throughput and h igh capital cost. 

F o r direct wafer w r i t i n g or mask fabrication, sensitive resists are nec
essary to ensure a reasonable throughput. A second prob lem is electron back 
scattering caused by collisions of electrons w i t h atoms w i t h i n the resist and 
substrate. In this situation, the electronic stopping power of organic resists 
is l i m i t e d , and a large fraction of the incident electrons is a l lowed to reach 
the under ly ing substrate. Co l l i s i on w i t h the substrate causes random scat
ter ing and secondary and back electron generation. H e n c e , the resist is 
showered w i t h electrons from the substrate, and the total energy deposited 
w i t h i n the resist has a smeared d istr ibut ion , w i t h a broad base near the 
bottom (9). I f a low-contrast resist is used, these scattered electrons may 
have sufficient energy to cause degradation. This effect lowers the l ine w i d t h 
resolution appreciably. F o r reasonable throughputs, sensitive resists are 
requ ired , and for better l ine w i d t h control and resolution, a high-contrast 
resist is required . 

X-ray Lithography. X - r a y l ithography is s imilar to optical l i thogra
phy i n that flood exposure of the entire wafer through a patterned mask is 
possible. Thus , the potential for product ion applications is greater. X - r a y 
l ithography also has the advantages of an essentially infinite depth of field, 
a h igh tolerance to dust and contamination, and the absence of standing 
waves. Because the radiation wavelength varies from about 0.5 to 3 n m , 
diffraction is not an issue. O n e challenge of X - r a y l i thography is the fabr i 
cation of h igh-qual i ty masks. High -atomic -number metals, such as gold, are 
opaque to X-rays ; thus they provide a shadow for pattern def init ion by the 
masks. G o l d patterns are formed by electron beam (e-beam) l i thography on 
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7. O 'BRIEN & SOANE Resists in Microlithography 331 

substrates such as boron n i tr ide , s i l icon carbide, or si l icon ni tr ide membranes 
(JO). Organic films such as po ly imide have been used also ( I I , 12). Because 
of the mismatch between the thermal expansions of the different materials 
used i n mask making , stress-related pattern distortion is possible. 

O t h e r major practical problems must be overcome before X - ray l i thog 
raphy is accepted i n product ion. Foremost is the availability of sensitive X -
ray resists. To effect structural changes i n the po lymer , the incident radiation 
must be effectively absorbed. Hydrocarbon-based organic resists are often 
transparent to X-rays , and hence, X - ray resists must be made sensitive by 
the incorporation of X-ray-absorbing high-atomic-number atoms. This prob 
lem is a great challenge i n the synthesis or formulation of resists. A l t e r n a 
t ively , a higher intensity X - ray source can be developed, so that the total 
exposure t ime can be shortened. O n e such powerful source is synchrotron 
radiation; however, commerc ia l implementat ion of this costly source has not 
been real ized yet. 

Resist Characterization 

To accommodate the diverse needs of l i thographic processes and device 
design specifications, resist properties vary. However , a few pr imary char
acteristics common to a l l resists can be used to gauge their performance. 
These characteristics inc lude sensitivity, contrast, resolution, and etching 
resistance. Because resist performance is strongly operation dependent, 
comparison between materials must be made under identical conditions. 

Analysis by Dissolution Curves. Mos t performance indicators re 
quire only an operational def init ion; these concepts are explained by a film 
dissolution curve. F i g u r e 2 shows a family of such curves, i n w h i c h the 
ind iv idua l curves correspond to resist behavior i n developer solution after 
exposure to the indicated radiation dose leve l . F i g u r e 2 is constructed for 

T i m e in Deve loper (s) 

Figure 2. Dissolution curves for positive resists after exposure. The doses are 
designated by the numbers accompanying the traces. A stronger dose leaves 

a thinner film at a fixed development time. 
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positive resists, for w h i c h h igher doses lead to faster dissolution. W i t h neg
ative resists, h igh doses tend to decrease the dissolution rate. F u r t h e r m o r e , 
such a family of curves is h ighly system specific. The same po lymer developed 
in solutions of different strengths w o u l d give different sets of dissolution 
curves. S imi lar ly , w i t h ident ical developers and even the same manner of 
agitation, polymers dissolve at different rates i f they are baked (annealed) 
and cooled at different temperatures and rates (13). I f the starting material 
has a sl ightly different composit ion or molecular weight d is tr ibut ion , again, 
these curves w o u l d be shifted. 

M a n y experimental techniques exist to determine dissolution curves by 
i n situ moni tor ing of film development. T h e simplest technique is the laser 
end-point-detect ion system. I n this system, monochromatic l ight from a 
H e - N e laser is d irected at a resist layer from a near-normal d irect ion (14). 
T h e reflected l ight is p i cked u p by an adjacent optical fiber, and the intensity 
is analyzed by a diode detector. T h e output is a smooth trace w i t h periodic 
oscillations. T h e peaks and valleys correspond to successive constructive and 
destructive interference nodes, w h i c h result from film thickness changes as 
the resist is etched away. F r o m these per iodic output traces obtained w i t h 
resists exposed to vary ing degrees of radiation, the family of characteristic 
curves shown i n F i g u r e 2 can be constructed. O t h e r more-sophisticated 
techniques exist for this purpose, inc lud ing i n situ e l l ipsometry and two-
wavelength interferometry. These techniques w i l l be discussed in a later 
section. 

A n a l y s i s o f S e n s i t i v i t y . F r o m the characteristic dissolution curves, 
a cross plot can be made of the normal ized remaining film thickness (ratio 
of current thickness to or iginal thickness) as a function of cumulat ive dosage. 
F i g u r e 3 gives such curves for a positive and a negative resist. These curves 
are referred to as sensitivity or exposure response curves for resists. F o r 
positive resists, the governing phenomenon is film disappearance, whereas 
for negative resists, the important cr i ter ion is the film remaining. The m i n 
i m u m dose needed to cause the relevant phenomenon to emerge, as meas
ured by the development procedure, is known as the incipient dose for the 
particular resist under study. T h e inc ipient dose corresponds to the intercept 
formed by the two extrapolated regions of the curve, denoted as Dp° and 
D.° i n the figure. The completion dose is denoted by the same symbols but 
without the superscript o. F o r positive resists, the complet ion dose corre
sponds to the point at w h i c h the film is completely dissolved, whereas for 
negative resists, the complet ion dose designates the point at w h i c h the film 
is completely intact. These complet ion doses may be cal led the resist sen
sit ivity; however , these doses are not necessarily those required to y i e l d a 
l ithographically useful image and are h ighly dependent on the processing 
conditions chosen. 
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7. O 'BRIEN & SOANE Resists in Microlithography 

Positive Resist 

Figure 3. Response curves for positive and negatives resists. Marked on the 
curves are incipient and completion doses, which indicate the onset and com
pletion of observable events. The variables monitored are film attrition for 
positive resists and film remaining for negative resists. These traces can be 
affected by a number of process parameters, particularly development con

ditions. 

A n a l y s i s o f C o n t r a s t . T h e contrast, 7 , of a given resist, is defined 
mathematically for positive and negative resists by equations 5 and 6, re 
spectively. 
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334 MICROELECTRONICS PROCESSING: CHEMICAL ENGINEERING ASPECTS 

I n general , the higher the contrast, the sharper are the edge profiles of 
developed l ines. Contrast is also a resist qual ity that can be fine tuned by 
judic ious choice of processing parameters. 

I n the case of po lymer ic e-beam and X - r a y resists, w h i c h undergo bond 
breakage upon irradiat ion, fol lowed by chain scission (positive resists) or 
cross- l inking (negative resists), resist sensitivity can be represented by a 
structure-dependent constant cal led a G value. G s is a measure of scission 
efficiency, and G x is a measure of cross- l inking efficiency. G s values for resists 
that undergo only chain scission can be determined experimental ly by plot 
t ing the inverse of the number-average molecular weight ( M n * ) o f the po ly 
mer versus the exposure dose (D). A s shown by equation 7, such a plot gives 
a straight l ine w i t h a slope that is d irect ly proport ional to G s . 

In equation 7, M n ° is the in i t ia l number-average molecular weight and A N 
is Avogadro's number . W h e n both chain scission and cross- l inking occur, 
the G values for both processes (i .e. , G s and G J can be determined . Th i s 
is accomplished after measuring changes i n the number-average molecular 
weight ( M n ) and the weight-average molecular weight ( M j and then solving 
the fo l lowing equations simultaneously: 

à - έ + ( c - - G - ) D ( 8 ) 

κ - έ + < G - - 4 G J D < 9 ) 

A g a i n , i n equations 8 and 9, D is the cumulat ive dose and the superscript 
ο reflects the or iginal molecular weights of the unexposed sample (15, 16). 

Analysis of Resolution. Resolution defines the abi l i ty o f the resist 
to resolve fine l ines i n the final p r in ted pattern. A l though resolution is h ighly 
dependent o n the chemistry o f the resist and developer system, i t is not 
de termined solely b y resist materials. Dis tor t ion induced by exposure h a r d 
ware is one cu lpr i t of poor resolution. Another cause of poor resolution is 
resist deformation because of thermal flow that can occur d u r i n g resist proc
essing. W h e n a resist is heated above the glass transition temperature (Tg) 
d u r i n g a baking or etching step, thermal flow occurs. High- temperature 
treatments are not normal ly encountered, but for some processes w i t h poor 
temperature control , thermal flow is unavoidable. These situations may exist 
d u r i n g plasma-etching, dop ing , or deposit ion steps w i t h temperatures i n 
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7. O 'BRIEN & SOANE Resists in Microlithography 335 

excess of 200 °C. Postdevelopment treatments that harden the resist and 
prevent thermal flow have been formulated. 

T h e resolution of a resist can be determined either optically or e lec tr i 
cally by us ing special l ine -width-measur ing equipment or by examining the 
resist w i t h a scanning electron microscope (17). Correc t feature size must 
be maintained w i t h i n a wafer and from wafer to wafer, because device per 
formance depends on the absolute size of the patterned structures. T h e t e rm 
critical dimension ( C D ) refers to a specific feature size and is a measure of 
the resolution of a l i thographic process. 

Analysis of Etching Resistance. After the pr inted image is formed, 
resists are often exposed to corrosive or physical ly abusive environments 
d u r i n g subsequent processing steps. F o r example, solutions used for wet 
etching usually consist o f strong acids or bases. D r y etches often use an 
oxygen plasma that removes or "ashes" organic materials. Ch lo r ina ted plas
mas used to etch a l u m i n u m and fluorinated plasmas used to etch si l icon 
oxide and si l icon n i tr ide are extremely corrosive to resists. Etching resistance 
refers to the abi l i ty of the resist to withstand conditions necessary to transfer 
the pr in ted pattern to the under ly ing film or substrate. Natura l ly , this abi l i ty 
is a function of the resist chemistry. I n addit ion to physical and chemical 
stability, the cr i ter ia for etching resistance inc lude adhesion to the substrate. 
Adhes ion is usually monitored qualitatively by visual observation. Resist 
adhesion must be maintained to a variety of substrates inc lud ing metals, 
insulators such as si l icon dioxide and si l icon n i t r ide , and other semiconductor 
materials. Typica l ly , adhesion promoters such as hexamethyldisi lazane 
( H M D S ) are used pr ior to resist application (18). Loss of adhesion is less of 
a prob lem w i t h dry etching than w i t h wet etching, for w h i c h it remains a 
cr i t ical concern. H o w e v e r , d ry etching places more demands on resist ther 
mal and radiation stabilities. 

Resist Materials 

Lithography is a central technology that normal ly uses polymers for semi 
conductor fabrication. T h e polymer-based resists must meet rigorous re 
quirements : h igh sensitivity, h igh contrast, h igh jTg, good etching resistance, 
good resolution, easy processing, pur i ty , l ong shelf l i fe, m i n i m a l solvent use, 
and reasonable cost. T h e foregoing list of requirements is formidable. I n 
reality, a particular resist w i l l satisfy these var ied stringent requirements 
only to a certain extent, w i t h the specific l i thographic application dictating 
the acceptable compromises i n material properties. As we enter the gen
eration of submicrometer devices, greater demands are placed on each aspect 
of l i thography, inc lud ing resist material properties. I n this section, resist 
materials that are used traditionally i n semiconductor l i thographic processes 
w i l l be examined, as w e l l as the emerg ing technologies dedicated to material 
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336 MICROELECTRONICS PROCESSING: CHEMICAL ENGINEERING ASPECTS 

and process improvements for very-large-scale-integration (VLSI ) and u l t ra -
large-scale-integration ( U S L I ) applications. 

O p t i c a l R e s i s t s . Photoresists are either negative or positive acting, 
on the basis of the fundamental chemistry that takes place upon exposure. 
Both types of resists are exempli f ied by wel l -establ ished commerc ia l products 
current ly used i n the I C industry (19). Except for dry - f i lm resists used i n 
the manufacture of p r in ted c ircuit boards, photoresists are suppl ied as p r e -
mixed solutions that comply w i t h pur i ty standards imposed by this industry . 
W i t h equipment designed for solution processing, photoresists are dispensed 
onto wafer substrates and spun to form t h i n glassy films that are typical ly 
0 .5 -2 .0 μπι thick after baking. Subsequently, the resists are exposed i n an 
optical al igner us ing a chrome-on-glass mask and then developed to form a 
po lymeric re l ie f film that functions as a mask for further processing of the 
under ly ing substrate. 

Negative-Acting Resists. Histor ica l ly , negative optical resists were the 
first to be used i n semiconductor device fabrication. T h e most commonly 
used negative-acting resists are bis(aryl )azide-rubber resists, whose matrix 
resin is cyc l ized poly(ds-isoprene), a synthetic rubber . The bis(aryl)azide 
sensitizers (20) lose nitrogen and generate a highly reactive nitrene upon 
photolysis. T h e nitrene intermediate then undergoes a series of reactions 
that result i n the cross- l inking of the resin and the decrease i n the solubi l i ty 
of irradiated areas i n organic solvents. F o r example, the nitrene can add to 
olefins present in the resin to produce azir idine structures, insert into car
b o n - h y d r o g e n bonds to give amines, or d imer ize to give azobenzene units. 
Because oxygen can interfere w i t h these reactions, a l l exposures are done 
either under the protection of a nitrogen blanket or i n vacuum. 

The bis(aryl)azide sensitizers must be soluble i n the res in , thermal ly 
stable, and sensitive to the desired wavelength of l ight. A commonly used 
compound is 2,6-bis(4-azidobenzylidene)cyclohexanone, w h i c h absorbs at 
360 n m (see structure). Conjugat ion extension and other structural changes 
can shift the absorption m a x i m u m to longer wavelengths and allow access 
to the other mercury lines at 405 and 436 n m . A n u m b e r of bis(aryl)azides 
are efficient photosensitizers (21). Q u a n t u m yields, defined as the n u m b e r 

2,6-Bis(4-azidobenzylidene)cyclohexanone, a negative-resist sensitizer 
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7. O 'BRIEN & SOANE Resists in Microlithography 337 

of events tr iggered by the absorption of each photon, range between 0.4 
and 1.0 for these examples. 

A major l imitat ion of negative resists is poor resolution result ing from 
film swel l ing d u r i n g development. Swe l l ing is caused b y solvent uptake i n 
the cross- l inked po lymer network. The l ine w i d t h l imi t of these materials is 
~ 3 μιτι. This fact, coupled w i t h a growing industr ia l t rend away from organic 
solvents, favors the use of positive resists, w h i c h use water-based developers, 
in high-density-device applications. However , because they require only 
small amounts of expensive sensitizers, many negative resists cost substan
tially less than their positive counterparts. A lso , negative resists sometimes 
have greater process latitude. These facts result i n a cont inuing dominance 
of negative photoresists i n the product ion of low-cost, h igh-vo lume chips 
(22). 

More-recent developments have enhanced the resolution capabilities of 
bis(aryl)azide-based negative resists. F o r example, a second-generation ver 
sion that is developable i n organic solvent has been reported. This version 
uses a proprietary po lymer ic system that greatly diminishes swel l ing and 
allows 1.25-μπι resolution (23). A lso , excellent resolution has been achieved 
w i t h systems combin ing diazides w i t h aqueous-base-soluble phenol ic resins. 
Aga in , the enhanced resolution is a result of the use of these nonswel l ing 
polymers (24). 

Positive-Acting Resists. Positive resists have gained popularity i n re 
cent years main ly because of their superior resolution potential and also 
because of their better etching resistance and thermal stability. D i a z o n -
aphthoquinone (DNQ) -novo lac -based resists represent the workhorse of the 
industry. These resists are composed of an aqueous-base-soluble novolac 
res in, w h i c h is prepared v ia the acid-catalyzed polymerizat ion of cresols w i t h 
formaldehyde, and a sensitizer, D N Q , w h i c h is base insoluble (Scheme I). 
The sensitizer is present i n sufficient quantity (usually 1 5 - 2 0 % by weight of 
resin) to drastically inh ib i t the dissolution of the novolac i n aqueous alkal i 
solutions. U p o n photolysis, D N Q loses nitrogen to give a carbene, w h i c h 
subsequently undergoes a Wolff rearrangement to y i e ld a h ighly reactive 
ketene (25). U n d e r normal conditions, the ketene can then react w i t h water 
present i n the resin to form base-soluble indenecarboxylic acid ( ICA) . Thus , 
the irradiated areas of the resist are quite soluble i n developer solution 
(typically a 0 .05-0 .5 Ν aqueous solution of K O H , N a O H , tetraalkylammon-
i u m hydroxide, or other organic bases). 

A l though D N Q - n o v o l a c systems were first used more that 40 years ago 
i n the printing-plate industry , they continue to be the focus of significant 
interest. F o r example, several recent studies have addressed the o p t i m i 
zation of novolac properties through manipulat ion of molecular weight , iso
mer ic structure of the phenol ic starting materials, and methylene bond 
position (26-28). These changes are reported to influence resist sensitivity, 
contrast, and process latitude. 
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338 MICROELECTRONICS PROCESSING: CHEMICAL ENGINEERING ASPECTS 

ICA 

Scheme I. Photolysis of a diazonaphthoquinone (DNQ) positive-resist sensi
tizer. The reaction leads to a carbene (I), which undergoes a Wolff rearrange
ment to give a ketene (2). Finally, this ketene can react with water present in 

the resin to give an indenecarboxylic acid (ICA) (3). 

Research has cont inued also i n the area of sensitizer opt imizat ion. A n 
example of a recent finding i n this area is the so-called "polyphotolys is" 
phenomenon (29, 30). Polyphotolysis refers to enhanced resolution achieved 
through the attachment of mul t ip le D N Q sensitizer groups to a central ballast 
molecule . D u r i n g irradiat ion, each of the D N Q groups is sequential ly and 
independent ly converted to an I C A photoproduct group (Scheme II). M a x 
i m u m resolution enhancement is achieved under conditions i n w h i c h the 
totally photo lyzed material has a large effect on the dissolution rate, whereas 
the intermediate forms containing both D N Q and I C A units have very l itt le 
influence on development. 

Another example of variation i n D N Q structure was prompted by the 
advent of i - l ine (365-nm) steppers. These exposure tools are capable of 
greater resolution compared w i t h their g-line (436-nm) counterparts because 
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DNQ DNQ DNQ 

B a l l a s t 
hv 

H 2 0 

DNQ DNQ ICA 

B a l l a s t 

hv H 2 0 

CA ICA ICA 

B a l l a s t 
hv 

DNQ ICA ICA 

I I I 
H 2 0 Ballast 

Scheme II. Sequential photolysis of DNQ groups attached to a central ballast 
molecule during polyphotolysis. Maximum resolution enhancement occurs 

when the totally photolyzed material controls the dissolution rate. 

of the use of shorter wavelength radiation. However , most typical positive 
resists are not opt imized for this wavelength. A n improvement i n per form
ance at the i l ine has been accomplished through the use of 2,1,4 isomers 
of D N Q instead of the more typical 2,1,5 compounds (31) (see structures). 

F u r t h e r improvements i n resist performance have invo lved the use of 
special additives. F o r example, antistriation agents and plasticizers have been 
used to improve film quality. O t h e r additives that are sometimes used i n 
c lude adhesion promoters, speed enhancers, and nonionic surfactants. O r 
ganic dyes are useful i n the control of scalloped resist profiles result ing from 
reflective interference or the so-called standing-wave effect (32, 33). A recent 
paper (34) reported that dyes that contain organic acid groups can also i m 
prove the resist side wa l l angle through formation of a less developer-soluble 
skin on the surface of the film d u r i n g soft bake. 

Another method of i m p r o v i n g the resolution capability of a resist is 
through opt imizat ion of processing conditions. A more in -depth discussion 
of processing follows; however, some special processing conditions used w i t h 
D N Q - n o v o l a c resists w i l l be ment ioned now. As indicated earlier, a pos
texposure bake step is used sometimes to m i n i m i z e standing waves. Resist 
profiles become smooth dur ing heating because of the diffusion of unexposed 

S 0 3 R 

2,1,4 DNQ 
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340 MICROELECTRONICS PROCESSING: CHEMICAL ENGINEERING ASPECTS 

D N Q from regions of h igh concentration to regions of low concentration at 
the edges of the exposed areas (5). The application of a d e e p - U V flood 
exposure d u r i n g a postbake step can increase contrast, again by the formation 
of a less base-soluble surface skin (35). 

Another method of increasing resist performance through the alteration 
of processing conditions involves the use of high-contrast developers (36). 
These developers are typical ly more-di lute aqueous-base solutions that i m 
prove selectivity between exposed and unexposed areas of the resist. U n 
fortunately, the high-contrast developers also tend to increase the t ime 
required for development. 

Special Modifications of DNQ-Novofoc Resists. A technique has been 
developed that allows D N Q - n o v o l a c positive resists to be imaged i n the 
negative mode. Resist image reversal exploits the fact that the I C A photo-
products can be decarboxylated i f they are heated i n the presence of bases 
such as imidazole or amines (37, 38). Thus , i f a positive resist is exposed, 
treated w i t h a base, and then postbaked, the I C A groups are decarboxylated 
and converted to aqueous-base-insoluble indenes that act as novolac disso
lut ion inhibitors (Scheme III). A subsequent flood exposure transforms the 
D N Q sensitizer remain ing i n the previously unexposed resist to I C A , so that 
these regions become soluble i n developer. The net result is a negative 
image of the mask. Image reversal of positive resists provides greater res
o lut ion , thermal stability, and a reduction of standing-wave effects (39). 

Recently , other thermal ly induced image-reversal processes have been 

S 0 3 R 

Indene 

Scheme III. Decarboxylation of indenecarboxylic acid (ICA) photoproducts 
during image reversal. The process involves treatment with base to form a 
carboxylate salt, followed by baking to generate ultimately a base-insoluble 

indene. 
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7. O 'BRIEN & SOANE Resists in Microlithography 341 

descr ibed that do not re ly on decarboxylation of photolyzed sensitizers (40, 
41). Instead, the mechanism of image reversal i n these examples involves 
the acid-catalyzed cross- l inking of the resin dur ing postbake. F o r example, 
an image-reversal system composed of a 2,1,4 D N Q sensitizer, novolac 
resin(s), and a thermal cross- l inking agent has been reported (41). Photolysis 
of the 2,1,4 D N Q sensitizer produces an acid that is stronger than that 
generated by the 2,1,5 isomers. Postbaking allows this acid, i n combina
tion w i t h the cross- l inking agent, to substantially decrease the aqueous-base 
solubil i ty of the novolac. As i n the traditional image-reversal scheme, a 
flood exposure is then used to generate acid from D N Q i n the previously 
unexposed areas. Thus , development provides a negative image of the 
mask. 

Another technique that has been appl ied to D N Q - n o v o l a c resists is the 
so-called D E S I R E (diffusion-enhanced si lylating resist) process (42). I n this 
scheme, the resist is exposed and then treated w i t h a si lylating agent such 
as H M D S . U n d e r the appropriate conditions, the si lylating agent can react 
selectively w i t h the novolac resin i n the exposed areas. T h e mechanism by 
w h i c h D N Q inhibits si lylation whereas I C A allows it is not w e l l understood. 
Nonetheless, because the irradiated areas are si lylated, they become re 
sistant to etching w i t h an oxygen plasma because of the formation of a si l icon 
oxide layer. Consequent ly , an oxygen plasma can be used as a developer to 
etch away the unexposed (nonsilylated) resist. Once again, the net result is 
the formation of a negative-tone image i n a positive resist. 

This scheme possesses several distinct advantages over conventional 
processing. F o r example, the fact that only the surface needs to be exposed, 
coupled w i t h the anisotropic nature of plasma etching, allows the use of 
thick resist layers that can planarize the under ly ing topography to a higher 
degree than resist films w i t h typical thicknesses can. Loss of depth of focus 
because of the use of h i g h - N A lenses is also less of an issue, because only 
the surface needs to be imaged. 

Another innovation, known as contrast enhancement, extends the prac
tical resolution of optical l i thography (43-45). Contrast enhancement uses 
photobleachable materials i n conjunction w i t h standard photoresists to i n 
crease the contrast of i l luminat ion that reaches the resist. A h ighly absorbing 
but photobleachable dye layer (contrast enhancement layer or C E L ) is spun 
on top of a conventional positive resist. This dye layer is typical ly composed 
of a diarylnitrone dissolved i n a matrix resin. As the system is exposed to 
the projected mask image, the top layer is gradually converted from an 
opaque (strongly absorbing) coating to a transparent (nonabsorbing) coating 
v ia photochemical conversion of the nitrone to an oxaziridine (Scheme IV). 
The bleaching rate of the nitrone is governed by the cumulative inc ident -
radiation dose. Edges of the projected mask features where l ight interference 
creates intensity shoulders bleach slowly. M e a n w h i l e , the intensity peaks 
have enough t ime to bleach locally the entire thickness of the C E L . H e n c e , 
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Î hv A 
Ar-C=N-Ar" • A r - C - N - A r 

H H 

Nitrone Oxaziridine 
Scheme IV. Photobleaching of a diarylnitrone to an oxaziridine in contrast-

enhancement materials. 

areas exposed to interference maxima become transparent, whereas areas 
corresponding to interference fringes remain protected by the C E L . T h e 
net result is that the resist layer receives an exposure pattern that is sharper 
than that transmitted through the aligner optics. Therefore, the contrast is 
improved over what it w o u l d be without the C E L . A n example of the suc
cessful application o f this concept is the recent report that high-contrast 0.5-
μπι l ines and spaces can be p r i n t e d on an i - l ine stepper by us ing a commerc ia l 
contrast enhancement material (46), Trade-offs i n the use of C E L materials 
are longer exposure t imes, addit ional processing steps, and , at t imes, prob 
lems of compatibi l i ty between dyes and resists. 

D e e p - U V Photoresists. Single-Component Resists. Because a va 
riety of polymers can absorb energetic d e e p - U V photons, many of the resists 
used i n this wavelength region are single component, that is , they are c o m 
posed of a po lymer dissolved i n solvent without a sensitizer. Po lymer i c chain 
scission (degradation) or cross- l inking reactions occur upon U V irradiat ion 
and change the solubi l i ty of the exposed resist i n the developer. As m e n 
t ioned earlier, resist sensitivity is an important issue because of the l ow 
intensity of conventional H g arc lamps i n this wavelength region. I n general , 
e-beam resists, the most common of w h i c h is poly(methyl methacrylate) 
( P M M A ) , have been used i n this capacity (47). P M M A shows m a x i m u m 
sensitivity at 220 n m and is insensitive above 260 n m . Deve lopment work 
has focused on produc ing materials that absorb at 230-280 n m , the range 
at w h i c h lamp output is higher . Attempts to improve P M M A sensitivity 
inc lude the use of copolymers o f methy l methacrylate and the replacement 
of side chains. A l l of these changes result i n positive-acting resists (48). O n e 
modif ied P M M A - t y p e resist is poly(methyl isopropenyl ketone) ( P M I P K ) 
(49, 50); its photosensitivity is five times h igher than that o f P M M A . T h e 
poly(olefin sulfone) family also has produced a series of d e e p - U V resists, 
despite the fact that standard materials i n this class, such as po ly (butene - l -
sulfone), do not absorb l ight above 215 n m . Therefore, to make these m a 
terials functional i n this wavelength range, photosensitizers have been added 
(51); for instance, poly(olefin sulfone)s have been mixed w i t h novolac resins 
(51), or aromatic groups have been attached to the olefinic port ion of the 
po lymer (52). 
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7. O 'BRIEN & SOANE Resists in Microlithography 343 

e -Beam epoxy-based resists such as poly(glycidyl methacrylate) ( P G M A ) 
have been used also i n this application (53). A l though P G M A normal ly be 
haves as a negative e-beam resist, positive-tone imaging is observed under 
d e e p - U V radiation. I n this case, the chemistry of the methacrylate group is 
responsible for the photoresponse. As an e-beam resist, P G M A undergoes 
ring-opening polymerizat ion of the epoxy moiety. 

Two-Component Resists. Typ i ca l two-component D N Q - n o v o l a c pho 
toresists are not w e l l suited for use in the deep U V because of the strong 
u n r e a c h a b l e absorbance of the novolac and sensitizer photoproducts be low 
300 n m . Therefore, the optical density of these materials is very h igh i n the 
d e e p - U V and it does not decrease (bleach) w i t h exposure. A t doses that al low 
l ight to penetrate to the bottom of the resist, the top of the film is overex
posed, and sloped profiles are produced. 

M a n y modifications of this basic chemistry have been explored to tailor 
these resists to d e e p - U V radiation. F o r example, changes have been made 
i n the sensitizer so that it bleaches i n this wavelength region. E a r l y work 
i n this area was per formed on d iazo -Meldrum's acid (54) (see structure). Th i s 
compound functioned as a deep-UV-bleachable dissolution inhib i tor ; how
ever, it was somewhat volatile and, consequently, could be depleted v ia 
evaporation d u r i n g soft bake. More -recent studies have therefore focused 
on less-volatile sensitizers incorporating heteroatom substitution (55) and on 
increases i n molecular weight (56). 

Research has also been a imed at the development of more-transparent 
base-soluble matrix resins. F o r example, novolacs prepared from pure p -
cresol absorb less strongly at 250 n m than do typical photoresist novolacs 
containing a mixture of cresol isomers. Unfortunately , p-cresol novolac is 
only sparingly soluble i n aqueous base and has l i m i t e d usefulness (28, 57). 
O t h e r examples of more-transparent matrix resins inc lude poly(dimethyl 
glutarimide) ( P M G I ) (58) and copolymers of m e t h y l methacrylate ( M M A ) 
and methacryl ic acid ( M A A ) [ P ( M M A - M A A ) ] . 

D e e p - U V resists have also been prepared by changing both sensitizer 
and matrix resin. F o r example, materials c ombin ing o-nitrobenzyl ester de
rivatives of cholic acid w i t h a P ( M M A - M A A ) matrix resin (Scheme V) have 
been reported (59-61). U p o n photolysis, the n i trobenzyl ester dissolution 

Ν 

Diazo-Meldrum's acid, a deep-UV bleachable sensitizer 

Pu
bl

is
he

d 
on

 M
ay

 5
, 1

98
9 

on
 h

ttp
://

pu
bs

.a
cs

.o
rg

 | 
do

i: 
10

.1
02

1/
ba

-1
98

9-
02

21
.c

h0
07



344 MICROELECTRONICS PROCESSING: CHEMICAL ENGINEERING ASPECTS 

Scheme V. Photolysis of o-nitrobenyl ester to generate a carboxylic acid. 

inh ib i tor is converted to a chol ic ac id der ivat ive , and the i rradiated areas o f 
the resist are changed to an aqueous-base-soluble form. T h e oxygen-plasma-
etching resistance of this system has been i m p r o v e d recently b y changing 
the matrix res in to a si l icone-substituted P ( M M A - M A A ) po lymer (62). 

Resists Based on Chemical Amplification. I n a patent issued i n 1973, 
S m i t h and B o n h a m reported the preparation of posit ive resist materials 
composed o f a water- insoluble organic c ompound containing acid- labi le 
groups (such as acetals) i n combinat ion w i t h a material capable of generating 
an acid upon photolysis (63). T h e acid- labi le functionality of the organic 
c ompound was incorporated into a po lymer i c system by attaching i t e i ther 
d irect ly to the p o l y m e r backbone or pendant to the m a i n po lymer cha in . 
A l ternat ive ly , nonpo lymer i c acid- labi le materials were used. H o w e v e r , i n 
this case, a suitable b inder res in was also requ i red to facilitate film formation. 
T h e photosensitive component of these resists was the ac id generator. F o r 
example, tr ihalomethyl -subst i tuted s-triazines, w h i c h upon photolysis gen
erate H X , were used. T h i s strong ac id then acts as a catalyst i n the " d a r k " 
or "nonphotochemica l " hydrolysis of the acid- labi le groups. T h u s , the i r r a 
diated areas, w h e r e catalyst is generated, become more soluble i n the de 
veloper. 

Subsequently , a resist system was reported that is composed of po lymers 
containing recurrent acid- labi le pendant groups in combinat ion w i t h an ar-
y l o n i u m sa l t -ac id photogenerator (64-67). A n example of the type of p o l y m e r 
used i n this work is poly(p-terf-butyloxycarbonyloxystyrene) ( f - B O C - s t y -
rene). 

T h e chemistry invo lved i n the processing of these materials is i l lustrated 
i n Scheme V I . F i r s t , d e e p - U V irradiat ion of e i ther a tr iarylsul fonium or 
d iary l i odon ium salt results i n the generation of an extremely strong protonic 
ac id . D u r i n g a postexposure bake step, this ac id can catalytically remove 
the acid- labi le groups to convert the p o l y m e r to a m u c h more polar form 
[for example to poly(4-hydroxystyrene)] . D e v e l o p m e n t w i t h a polar solvent 
allows selective dissolution of the irradiated areas, and posit ive-tone images 
are generated. A l ternat ive ly , nonpolar developers can be used to select ively 
remove unirradiated mater ia l and negative-tone images are generated. 
Therefore , a single resist latent image can be processed to produce a po 
l y m e r i c re l i e f image of e i ther tone b y appropriate selection of deve loper 
media . T h e fact that only a catalytic amount of acid needs to be photoge-
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7. O 'BRIEN & SOANE Resists in Microlithography 345 

8 

O C 0 2 t ~ B u OH 

Scheme VI. Processing of poly (t-BOC-sty rene)-onium salt resists. The steps 
are (1) photogeneration of an extremely strong protonic acid from a triaryl-
sulfonium or diaryliodonium salt and (2) baking, which allows acid-catalyzed 
deblocking of the t-BOC groups. Thus, irradiated areas of the polymer are 

converted to a much more polar form. 

nerated to deblock a large number of acid-labile groups d u r i n g postbake 
makes these materials highly photosensitive. 

T h e process by w h i c h enhanced photosensitivity is achieved through 
the use of l ight to generate a catalyst is chemical amplification. Mater ia ls 
based on this chemistry are capable of extremely h igh resolution. Intui t ive ly , 
one might predict that the resolution of a resist i n w h i c h a catalyst is formed 
and then undergoes a large n u m b e r of subsequent reactions might be l i m i t e d 
because of the migrat ion of the catalyst to unexposed areas. However , recent 
reports have shown that e-beam exposure of resists based on the acid-cat
alyzed deblocking of f - B O C - s t y r e n e polymers are capable of pr in t ing l ine 
widths as narrow as 18 n m (68). 

Recently , many similar systems have been reported i n the l i terature. 
Examples inc lude acid-photogenerating compounds i n combination w i t h t-
B O C - p r o t e c t e d male imide or hydroxyphenyl male imide copolymers (69, 70), 
fer f -buty l ethers of phenol ic resins (71), s i lylated phenol ic resins (72, 73), 
and polycarbonates that contain acid-labile linkages i n their backbone (74, 
75). Onium-salt -photogenerated acid has also been used i n another two-
component system to catalytically depolymerize polyphthalaldehyde (76). 

Several groups have investigated three-component systems encompass
ing both chemical amplif ication and dissolution inhib i t i on . As stated earl ier , 
S m i t h and Bonham (63) reported resist materials composed of a b inder resin 
(novolac), a nonpolymeric compound containing acid-labile functional groups 
such as acetals, and a tr ihalomethyl-substituted s-triazine acid photogener-
ator. T h e acid-labile compound acts as a novolac dissolution inhib i tor i n a 
manner analogous to the action of D N Q i n conventional positive resists. 
However , i n this case, the inhib i tor is not photochemical ly active. Instead, 
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346 MICROELECTRONICS PROCESSING: CHEMICAL ENGINEERING ASPECTS 

irradiat ion of the s-triazine derivative generates an acid that can then catalyze 
the hydrolysis o f the dissolution inhib i tor to an agueous-base-soluble form. 

Recently , the use of nonpolymeric ter t -buty l esters, ary l f e r i -buty l car
bonates, and ary l tert-butyl ethers as novolac dissolution inhibitors i n s imilar 
resist materials us ing on ium salt photoinitiators was investigated (77). Resist 
materials based on this chemistry w i t h the di-tert-butyl carbonate of b i s -
pheno l A as dissolution inh ib i tor (78) have also been reported. U n l i k e the 
acetal-type acid- labi le compounds, these new materials require a bake step 
after photogeneration of acid to convert the inhibitors to an aqueous-base-
soluble form. Interestingly, these resists function as very sensitive posit ive-
tone materials, despite the fact that previous work has shown that the sol 
ub i l i ty of novolacs i n aqueous base can be substantially decreased by baking 
them i n the presence of onium-salt-photogenerated acids (79). A lso signif i 
cant is the fact that although these resists are based on novolac and therefore 
st i l l possess substantial u n r e a c h a b l e absorbance below 300 n m , chemical 
amplif ication of the photochemistry allows high-contrast imaging. I n fact, 
O ' B r i e n and C r i v e l l o (77) demonstrated that their resists were capable of 
submicrometer imaging w h e n used w i t h a d e e p - U V excimer laser imaging 
tool . 

O t h e r three-component systems based o n this chemistry have made use 
of the fo l lowing acid-labile dissolution inhibitors : polyphthalaldehyde (80), 
ketals of β-ketoesters (81), and compounds containing C - O - S i bonds (82). 
S imi lar resists have also been used w i t h other radiation sources; these w i l l 
be discussed i n subsequent sections. 

O n e final example of the application o f o n i u m salt photochemistry i n 
positive resist materials should be ment ioned , because it does not inc lude 
any postexposure acid-catalyzed processes and therefore does not encompass 
the pr inc ip le of chemical amplif ication (79). Interestingly, N e w m a n (79) has 
determined that o n i u m salts themselves can inh ib i t the dissolution of novolac 
i n aqueous base and that irradiat ion of such an on ium salt -novolac resist 
restores the solubi l i ty of the resin i n developer and leads to a positive-tone 
image. I n this application, the on ium salt behaves l ike diazonaphthoquinone 
i n a typical positive resist. Recent ly , Ito (80) has reported also the use of 
o n i u m salts as novolac dissolution inhibitors . 

e-Beam Resists. A w ide variety of materials that have been inves 
tigated as e-beam and X - r a y resists have spawned a large amount of l i terature 
on these topics (14, 83-85). C u r r e n t l y , numerous commerc ia l e-beam resists 
are produced for mask making and direct wr i te applications b y U . S . and 
Japanese companies (85, 86). 

Bombardment o f polymers by electrons causes bond breakage. T h e free 
radical or ionic sites thus generated activate subsequent scission or cross-
l i n k i n g reactions. Because a l l polymers are susceptible to e lectron- induced 
reactions, essentially any material can, i n pr inc ip le , function as a resist. 
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7. O'BRIEN & SOANE Resists in Microlithography 347 

H o w e v e r , the important considerations are sensitivity and tone (positive or 
negative). W h e n covalent bonds are formed, the increase i n molecular weight 
results i n negative-acting resists. A molecular weight decrease because of 
po lymer ic backbone scissions produces positive-acting resists. 

A large n u m b e r of polymers have been explored for their suitabil ity as 
e-beam resists. P M M A , the first reported e-beam resist, has been studied 
exhaustively (87, 88). Its degradation pattern leads to the evolut ion of smal l 
molecular fragments that create voids and microscopic damage, w h i c h further 
enhance the rate of dissolution of the exposed regions. H e n c e , the deve l 
opment behavior of P M M A cannot be explained mere ly by molecular weight 
reduct ion. P M M A is an inexpensive po lymer w i t h a moderate T g (114 °C) 
and h igh resolution capability. Unfortunately , it is not very sensitive ( G s = 
1.3 at an acceleration of 20 keV) , and its resistance to plasma etching is 
considerably lower than that of typical novolac-based materials. These dé 
ficiences have spawned the search for P M M A variants as resists (89). 

Genera l ly , the variants can be grouped into three major categories: 
copolymers, ester-group-substituted variants, and alpha-substituted v a r i 
ants. F o r example, a terpo lymer resist consisting of three monomers, m e t h y l 
methacrylate, methaerylic ac id , and methaerylie anhydride , was developed 
(90). T h e G s value for this material is 4.5 and the sensitivity is 10 pC/em2 

at 20 kV, an improvement over P M M A . Halogenation of the side chain w i t h 
fluorine improves some resist properties. F o r example, poly(hexafluorobutyl 
methacrylate) demonstrated h igh sensitivity; however, adhesion was de 
creased (91). A n improvement i n adhesion and etching resistance was made 
w i t h poly(dimethyltetraf luoropropyl methacrylate) but, unfortunately, at the 
expense of sensitivity (92). These halogenated variants i l lustrate some of the 
unavoidable trade-offs o f chemical structuring that plague designers of pos
itive e-beam resists. Another example of these trade-offs is the inverse re 
lationship between dry-etching durabi l i ty and resist sensitivity that has been 
observed i n methacrylate-based materials (93). T h e incorporation of e lectron-
wi thdrawing groups, such as n i t r i l e , tends to increase sensitivity, presumably 
by weakening the main chain bonds and thus facilitating degradation (94). 

T h e second class of positive-acting e-beam-sensitive polymers consists 
of the poly(olefin sulfone)s (95, 96). Degradation begins w i t h the generation 
of radical cations and leads finally to the expulsion of sulfur dioxide (97, 98). 
These materials der ive h igh sensitivity from the selective cleavage of the ir 
r e l a t i v e l y weak c a r b o n - s u l f u r bonds . F o r e x a m p l e , the s e n s i t i v i t y o f 
po ly (butene - l - su l f one ) (PBS) is 1.6 μθ/cm2 at 20 kV. U n f o r t u n a t e l y , 
poly(olefin sulfone)s are also sensitive to plasma-etching conditions. H o w 
ever, this deficiency has been greatly d imin i shed by the use of poly(2-methyl -
1-pentene sulfone) as a dissolution inhib i tor i n novolac resins (99, 100). T h e 
sensitivity of these so-called N P R (novolac positive resist) materials is 3 - 5 
μ ΰ / ο π ι 2 at 20 kV. Consequent ly , this system maintains the h igh sensitivity 
of poly(olefin sulfone)s w i t h the enhanced resistance to plasma etching of 
the novolac res in . ç j , ^ , 

Library 
1155 16th St, N.w. 

Washington, O.C. 20036 
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348 MICROELECTRONICS PROCESSING: CHEMICAL ENGINEERING ASPECTS 

D N Q - n o v o l a c positive resists have been used also w i t h e-beam expo
sure. T h e 2,1,4 D N Q isomers give superior performance i n these appl ica
tions (101). T h e e-beam sensitivity of these materials is ~ 4 0 μ Ο / α η 2 . 

As was ment ioned previously , resists based on the acid-catalyzed de
b locking of po ly ( i -BOC-styrene ) have been used also as e-beam resists (68). 
In fact, these materials are capable of <40 -nm resolution i n both the positive 
and negative modes. T h e sensitivity of these resists is six times that of 
P M M A . 

In the area of negative resists, a copolymer of g lyc idyl methacrylate and 
e thy l acrylate ( C O P ) has been developed (102, 103). This resist has been 
used in mask manufacture. Poly(glycidyl methacrylate) homopolymers are 
also be ing used as commerc ia l resists (104). B o t h polymers fall into the larger 
category of epoxy-based resists that have advantages of h igh sensitivity and 
thermal stability but lack resistance to plasma etching. 

Improved etch resistance has been obtained w i t h another class of neg
ative resists, the substituted polystyrenes. Polystyrene has excellent contrast 
but low sensitivity (105). para substitution of halogen-containing segments 
increases the sensitivity sufficiently to warrant the consideration of these 
materials as bonafide resists (106-109). Copo lymers of halogenated styrènes 
w i t h g lyc idy l methacrylate or naphthalene-containing polymers show higher 
reactivity and dry-etch resistance, respectively, compared w i t h styrene ho 
mopolymers (110, 111). 

As w i t h negative U V resists, the resolution of negative e-beam resists 
is pr imar i ly l i m i t e d by swel l ing. In addit ion, h igh sensitivity and h igh res
o lut ion are often mutual ly incompatible requirements . F o r example, reso
lut ion usually improves w i t h the use of low-molecular-weight polymers but 
at the expense of sensitivity. H i g h e r molecular weights benefit sensitivity 
but adversely affect resolution. However , another parameter that has a 
marked influence on negative-resist performance is the composit ion of the 
developer solution. F o r example, submicrometer imaging of chloromethy-
lated poly(a-methylstyrene) was accomplished through careful selection of 
developers based on acetone, methy l e thy l ketone ( M E K ) , or a mixture of 
these compounds w i t h methanol (112). 

A new negative resist material based on polystyrene containing a tetra-
thiafulvalene (TTF) side chain has been reported to have h igh contrast w i t h 
out swel l ing (113). I n the presence of a perhaloaliphatic sensitizer such as 
carbon tetrabromide, e-beam exposure converts T T F to the radical cation 
by an electron-transfer process. T h e difference i n solubi l i ty of the radical 
cation and neutral species allows development to form the pr in ted image. 
O t h e r nonswel l ing negative e-beam resists based on homopolymers and 
copolymers of a l ly l methacrylate (114) and an az ide -pheno l i c system (115) 
have been reported recently. 

X-ray Resists. The key issues i n X - r a y resists are source brightness, 
resist sensitivity, and mask qual ity . T h e method used to generate X-rays 
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7. O 'BRIEN & SOANE Resists in Microlithography 349 

determines the requ i red resist sensitivity (116). F o r example, synchrotron 
and plasma sources w i t h moderate to h igh fluxes can be used w i t h less-
sensitive materials. These technologies, however, are unproven and, i n the 
case of synchrotron radiation sources, very expensive. Convent ional X - r a y 
sources based on electron bombardment have relatively l ow radiation i n 
tensity, so that h igh resist sensitivity is cr it ical . A lso , decreases in image 
quality can occur w i t h these X - ray sources because of penumbra l b l u r (116). 
O t h e r factors that affect X - r a y l i thographic performance are mask absorption, 
exposure atmosphere, and resist properties, inc lud ing absorption coefficient 
and radiation efficiency. A n effective method of enhancing the sensitivity of 
X - r a y resists involves matching the resist absorption w i t h the X - ray emission 
wavelength of the exposure source. Examples of enhanced sensitivity w i t h 
chlorinated and brominated resists matched to P d (4.3 Â) and R h (4.6 Â) 
sources have been reported (117-119). Use of more-reactive groups, higher 
molecular weight polymers , or both also increase resist sensitivity. 

Resist materials that are sensitive to e-beam exposure are also sensitive 
to X-rays . In fact, a strong correlation exists between resist sensitivities 
observed w i t h the two radiation sources (120). Therefore, the reaction m e c h 
anisms responsible for the behavior of e-beam and X - ray resists must be 
s imilar for both types of exposure. 

In addit ion to good sensitivity, issues for X - r a y resist materials are anal 
ogous to those of optical and e-beam resists: resolution, contrast, etch re 
sistance, thermal stability, and adhesion. To stay competit ive w i t h e-beam 
and even optical l i thography, X - r a y l ithography must have a resolution per 
formance better than 0.5 μιη. A n extensive list of X - ray resist properties has 
been col lected i n the l iterature (83, 116, 121). 

Positive X-ray Resists. P M M A is one of the best -known positive X - r a y 
resists, although it lacks sufficient sensitivity to be of practical use (122,123). 
O n e attempt to increase the sensitivity of methacrylate polymers is the 
incorporation of more-reactive groups that, upon exposure, produce large 
amounts of volati le products (124). Possibly, dissolution is enhanced i n the 
exposed resist as a result of gas-induced microporosity. Incorporation of 
metals such as T l or C s into M M A - M A A copolymers (123) or fluorine atoms 
(125) into P M M A derivatives has also been tr ied . Often, sensitivity gains 
have been made at the expense of etching resistance. 

U p o n X - ray exposure, D N Q - n o v o l a c resists undergo unusual chemistry 
(126) . A l though D N Q sensitizers react w i t h X-rays , very l i tt le I C A is formed. 
This observation was made even w h e n exposure was conducted under a m 
bient conditions i n w h i c h water vapor was present. The net result is that 
the irradiated areas of the resist have very poor solubil i ty i n aqueous base. 
In fact, i f a U V flood exposure is used after imagewise X - ray irradiat ion, the 
areas exposed only to the U V can be selectively removed w i t h a developer, 
a process that leads to an image-reversal scheme. 

B o t h two-component (67) and three-component (127, 128) resists based 
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350 MICROELECTRONICS PROCESSING: CHEMICAL ENGINEERING ASPECTS 

on the pr inc ip le of chemical amplif ication have been used w i t h X - ray i r r a 
diat ion. As for the previously descr ibed U V resist, X - r a y irradiat ion is 
used to generate a strong acid capable of further catalyzing nonphoto-
chemical reactions. T h e sensitivity of the three-component system is 
<100 m j / c m 2 , and 0.3-μιη gates p r in ted i n 0.8 μπι of resist have been 
demonstrated. 

Negative X-ray Resists. Negative X - r a y resists have inherent ly higher 
sensitivities compared w i t h positive X - r a y resists, although their resolution 
capabil ity is l i m i t e d by swel l ing. F o r example, poly(glycidyl methacrylate-
co-ethyl acrylate) ( C O P ) , an e-beam resist, has been used i n X - r a y l i thog
raphy. Polystyrene-type negative resists and their halogenated analogs, i n 
particular , have been wide ly used i n this application (129-131). T h e main 
thrust of current development work i n negative resists lies i n strategies to 
reduce swel l ing. Some apparent success has been achieved by using low-
molecular-weight polymers w i t h reactive side groups (116). A lso , the T T F -
substituted polystyrene materials previously described for e-beam l i thog
raphy have been used (113). F i n a l l y , aqueous-base-developable novolac-
based negative X - r a y resists have been reported recently (132). These resists 
are s imilar to the materials descr ibed earl ier for optical l i thography and are 
composed of a phenol ic res in , an X - r a y acid generator, and a cross- l inking 
agent. 

Recent Developments in Resist Materials and Processes. Dry-
Developed Resists. D u r i n g the last decade, a host of dry-developed resists 
have been descr ibed for U V , e-beam, and X - r a y l ithographic processes (14, 
83,133,134). A s ment ioned previously , resists developed w i t h conventional 
solvents or solutions are prone to pattern distortion b y po lymer swel l ing or 
shr inking . D r y development i n the absence of l i q u i d solvents el iminates 
these problems and may offer addit ional advantages of reduced defect density 
because of the use of vacuum equipment , reduced organic and chemical 
waste materials, and better resist side wa l l angles d u r i n g plasma develop
ment. 

Two approaches have been taken to design dry-developed resists. T h e 
first technique uses self -developing or ablative resists for direct pattern 
formation d u r i n g exposure. Th is technique eliminates the need for a de 
velopment step, because the resist is completely removed d u r i n g irradiat ion 
by the action of the inc ident radiation. This process results only i n posit ive-
tone images. Po ly (2 -methyl - l -pentene sulfone) ( P M P S ) was the first reported 
self -developing resist for e-beam exposure (13$). T h e re l ie f image was 
produced by chain scission and depolymerizat ion induced by h igh expo
sure doses. O t h e r materials investigated for this purpose inc lude 
poly(phthalaldehyde) (136), sensitized copolymers of methacrylate (137), 
aliphatic aldehyde copolymers (J38), sensitized poly(methyl isopropenyl 
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7. O 'BRIEN & SOANE Resists in Microlithography 351 

ketone) (139), and certain charge-transfer complexes such as tetrathiafulval-
ene bromide (140). A l t h o u g h self -developing resists result i n a significant 
reduct ion i n process steps, contamination of the e-beam machine by v o l 
atile byproducts remains a prob lem. O t h e r issues are etching stability of the 
film and loss of resolution and edge acuity caused by self-propagating de-
polymerizat ion reactions. 

T h e second approach involves plasma development, d u r i n g w h i c h the 
latent modifications introduced d u r i n g exposure are ampli f ied by a plasma 
treatment. T h e D E S I R E process, w h i c h was descr ibed earl ier , is an example 
of such a system. I n a more general sense, plasma-developed resists incor 
porate an etch-resistant compound into the po lymer matrix. U p o n i r rad ia 
t ion , the etch-resistant addit ive is bound to the po lymer i n the exposed 
region. I n the unexposed areas, the additive is subsequently vo lat i l ized 
d u r i n g a vacuum bake. Removal of the addit ive generally increases the 
plasma-etching rate of unexposed resist relative to the exposed areas. T h e 
process is completed by an oxygen plasma or a reactive- ion-etching (RIE) 
treatment that preferential ly removes the unexposed resist. T h e resul t ing 
re l ie f image is negative. Al ternat ive ly , irradiation of the res is t -addi t ive film 
may cause the exposed areas to etch faster, and the result ing re l ie f image 
is positive. B o t h organic and organometallie etch-resistant compounds have 
been used. 

X - r a y plasma-developed resists w i t h si l icon bound into the po lymer 
matrix by X - ray - induced polymerizat ion of the metal-containing monomer 
have been studied (14I, 142). Vacuum heating removes the moderately 
volatile monomer i n the unexposed areas. D u r i n g oxygen R I E , a metal oxide 
forms w i t h i n the exposed areas of the resist; the metal oxide acts as a part ial 
etch mask. Such a system based on poly(dichloropropyl acrylate) yields 
0.5-μπι resolution. e -Beam plasma-developed resists have been synthe
sized by using plasma-polymerized methy l methacrylate (143) and 
poly(methacrylonitri le) and its derivatives (144). These polymers are de 
graded by irradiat ion. The re l ie f image is ult imately produced by etching 
i n halogen-containing plasmas. e -Beam resists w i t h added etch-resistant 
components, akin to the X - r a y resist example c i ted earlier, have been i n 
vestigated also. D e e p - U V radiation has been used to expose poly(methyl 
isopropenyl ketone) containing a bisazide sensitizer, w h i c h functions by 
means o f a different mechanism as a negative dry-developed resist (145). I n 
this case, the byproducts of bisazide i n the exposed resist are be l ieved to 
inh ib i t plasma etching o f the po lymer . These byproducts are formed d u r i n g 
the resist postbake rather than d u r i n g the exposure step. 

Organometal l ie compounds can be incorporated into spun-on resist films 
either at the t ime of formation w i t h even distr ibut ion or i n a separate step 
after the resist has been appl ied to the substrate. F o r example, focused 
i n d i u m (146) or ga l l ium (147) i on beams have been used to wr i te a pattern 
direct ly on the resist surface. Subsequent plasma treatment then produced 
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352 MICROELECTRONICS PROCESSING: CHEMICAL ENGINEERING ASPECTS 

the etch-resistant oxide. Inorganic halides such as S i C l 4 have been in t ro 
duced by vapor treatment into a UV-exposed bisazide- isoprene-type resist, 
i n w h i c h si l icon is incorporated predominant ly i n the unexposed areas (148, 
149). Treatment w i t h oxygen plasma selectively removes the exposed resist 
to produce the positive image. H M D S and other si lylating agents have been 
used i n s imilar schemes to generate posit ive- and negative-tone resist images 
developed b y oxygen R I E (150). 

Langmuir-Blodgett Films as Resists. U l t ra th in L a n g m u i r - B l o d g e t t 
(LB) films are prepared by transferring floating organic monolayers onto 
sol id substrates. This technique was first reported about 50 years ago (152) 
and has been rev iewed recently for applications i n electronic-related fields 
(252). Today, L B films are be ing investigated for potential use as h i g h -
resolution e-beam resists. Because of the th in coatings obtainable w i t h this 
method , l ine w i d t h broadening, w h i c h occurs i n conventional Ι-μιη-thick 
e-beam resists, can be reduced substantially. F o r example, ω-tricosenoic 
acid has been used as a negative resist that is capable of 60 -nm l ine resolution 
i n 30 -90 -nm-th i ck films (153). L B resists based on a-octadecylacrylic ac id 
have been prepared also (254). In this case, on the basis of the extent of 
U V - i n d u c e d prepolymerizat ion , either positive or negative images are 
formed. W h e n prepolymerizat ion is slight, negative-tone images result from 
further e-beam exposure and development i n alcohol. I f prepolymerizat ion 
is more extensive, e-beam exposure causes depolymerizat ion. A resolution 
of 10 n m has been demonstrated w i t h mult i layers of simple-fatty-acid salts 
(255). Irradiation induces subl imation in these films to produce positive 
images. 

Three major drawbacks current ly plague L B resists. F i r s t , application 
t ime is too long (in the order of a few minutes to a few hours), because many 
coats, each only a few nanometers thick, are requ ired to ensure defect-free 
etching protect ion. Second, etching resistance must be improved for ade
quate resist performance. T h i r d , the substrate and the film preparation bath 
must be scrupulously clean. Because L B resist technology is st i l l i n its 
infancy, ongoing research may yet provide solutions to these problems. 

Resist Processing 

E v e n w i t h the same resist and l i thographic equipment , pattern quality can 
vary considerably, depending on the particular equipment used and the 
exact processing steps. T h e proper choice of processing parameters hinges 
on a firm understanding of the interactions among the various materials i n 
each step. These parameters, i n t u r n , can be grouped into two types. T h e 
first type of parameter is hardware related. F o r these parameters, ref inement 
is l ike ly to be costly, and sometimes, fundamental physics imposes l imits . 
F o r example, l ight interference b y mask fine structures and energy contour 
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7. O'BRIEN & SOANE Resists in Microlithography 353 

spreading by electron back scattering have been mentioned. In addit ion , 
lens imperfections, source stability, beam size and shape, mechanical a l ign
ment and focusing abilities are a l l potential problems. T h e second type of 
parameter involves those that can be control led more direct ly . Examples 
inc lude choice of casting solvent, selection of spinner speed, composit ion of 
developer solution, duration of exposure and dissolution, baking tempera
ture, etchant formulation, and, i f plasma processes are entai led, the various 
associated parameters, such as gas composit ion, flow rate, pressure, bias, 
power l eve l , and radio frequency (rf). Def in i t ion of these variables specifies 
the process train , and most existing fabrication lines have wel l - tested stan
dard process modules after years of refinement and experience. 

T h e importance o f cleanliness i n I C processing cannot be overemphas
ized . Substrates, masks, equipment , human operators, l i thographic c h e m 
icals, and air and water supplies must be kept as free of chemical and 
particulate contamination as possible. Contaminat ion i n one form or another 
is probably responsible for a large port ion of day-to-day operating problems 
i n fabrication areas. F o r this reason, environmental control (particle count, 
air flow and qual ity , and temperature and h u m i d i t y levels) account for a 
major port ion of the expense i n setting up and maintaining a fabrication 
environment . L i thographic processes are especially sensitive to particulate 
levels and fluctuations i n temperature and humid i ty . The rewards of t ight 
environmental control are h igh , because product y i e ld is direct ly affected 
by environmental conditions. 

Standard resist processing includes several steps (Figure 4). T h e major 
steps are spin coating, baking, exposure, development, and postdevelopment 
processing (e.g., etching). These five operations w i l l be discussed separately 
i n the fol lowing sections. Steps indicated by dashed lines i n F i g u r e 4 are 
not used i n al l cases. 

Substrate Preparation. A clean wafer surface is necessary for defect-
free films and good resist adhesion. C l e a n i n g procedures vary according to 
substrate surface composit ion and pr ior processing, but al l procedures must , 
i n one way or another, remove organic and inorganic contamination and 
particles. Substrate surfaces formed by vacuum deposition or thermal ox i 
dation are generally very clean and may not require an addit ional c leaning 
step i f they are coated immediate ly w i t h resist. Sources of wafer contami
nation may be extraneous, as i n the case of d i r ty wafer-handling equipment 
or impure water. Al ternat ive ly , contamination may arise from the interaction 
of the substrate surface, for example, w i t h ambient air to form oxides and 
inorganic salts. Particles are the most common contamination, but they 
constitute a prob lem only i f they cause fatal defects, that is, defects that 
make the device inoperable. 

In l i thography, particles can damage the pr inted pattern either by 
i m b e d d i n g themselves i n the resist or by casting shadows from the mask 
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Wafer Cleaning^ 

Γ 
Apply Adhesion I 

Promoter 

Ί 
Spincoat Resist 

< r 

Prebake 

Expose 

I Post-Exposure I 
j Treatment | 

" 1 
Develop 

f 

j Post-•Bake 

! Plasma Descum ! 

S u b s t r a t e E tch (or 
Ion 

I m p l a n t / M e t a l l i z e ) τ 
S t r i p R e s i s t 

Figure 4. Flow sheet of standard lithographic process. The major steps are 
outlined in boxes, and optional steps are traced by dashes. 

surface. Thus , the result ing resist image can be altered to form gaps or holes 
or j o ined to give br idged patterns. These resist irregularities can translate 
into metal open or short l ines or other functional problems. Particulate 
contamination of the resist can also cause subtle problems that are more 
difficult to correlate w i t h poor device performance. F o r example, d u r i n g 
resist spin coating, particles can create cometl ike shadows that affect film 
uni formity and planarization. 

Wafer-c leaning procedures and reagents have been rev iewed i n detai l 
(156). C l e a n i n g procedures that use solvents are probably most common. 
Several methods of c leaning w i t h solvents may be used, inc lud ing d i p p i n g , 
vapor degreasing, spraying, and ultrasonic immers ion . Ultrasonic immers ion 
is especially effective i n removing particulate contamination. Plasma cleaning 
is qu ick ly becoming a popular alternative for removing organic and inorganic 
contamination. A dehydrat ion bake at 200 °C or higher (with optional vac
uum) i n an oven or on a hot plate typical ly follows the solvent-cleaning steps. 
This bake is necessary to remove traces of absorbed water on the wafer 
surface to promote resist adhesion. 

Resist adhesion must be h igh enough so that the film does not pee l off 
d u r i n g development. Trapped voids, e i ther i n the bu lk or at the wafer 
interface, must be removed completely. Trapped voids i n the bu lk are e l i m 
inated by proper choice of solvent, w h i c h must evaporate slowly to avoid 
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7. O 'BRIEN & SOANE Resists in Microlithography 355 

creating internal bubbles . B a k i n g conditions are also selected to m i n i m i z e 
the evaporation rate of residual solvent and to promote annealing. Interfacial 
defects are prevented by rigorous c leaning of the substrate surface. 

Frequent ly , adhesion promoters are used. The substrates are p r i m e d 
or coated w i t h a th in layer of an adhesion promoter , typical ly H M D S , pr ior 
to spin coating w i t h resist (18). Possibly, the pr imary action of H M D S is to 
negate hydrophi l i c sites such as S i O H and trapped moisture on the substrate 
surface that w o u l d otherwise repe l the photoresist. H M D S is appl ied by 
d ipp ing , vapor p r i m i n g i n special chambers, or spin coating. Sp in coating 
is most often accomplished w i t h the same equipment that is used to coat 
resists. N o high-temperature bake other than the resist prebake is required . 

Spin Coating. Resist layers are deposited by a technique cal led spin 
coating. A predetermined amount of the resist solution is poured through a 
nozzle onto a wafer he ld on a vacuum chuck. T h e wafer is accelerated 
rotationally to the final spin speed of 2000-4000 r p m typical ly. M u c h of the 
or iginal l i q u i d is spun off the wafer edge. A smal l fraction remains and dries 
through solvent evaporation. T h e hardened resist forms a t h i n film over the 
wafer; typical layer thickness is on the order o f 1 μπι. I f the wafer is stationary 
d u r i n g dispensation, the process is referred to as static or puddle dispense. 
Converse ly , i f a slow rotation is used, the process is cal led dynamic dispense. 
F o l l o w i n g the dispense step, the rotational speed may execute a prepro 
grammed ramp or s imply j u m p to the final leve l . 

Two important quantities characterize the success of spin coating: tar
geted film thickness and thickness uniformity. T h e resist formulation must 
be established carefully, so that the correct amount of fluid flows off the edge 
whi l e the solvent evaporates to solidify the remaining film. F l o w behavior 
is dictated by the fraction of solids left, because the radial-convective-loss 
rate hinges on the concentration-dependent rheology. Res idual solvent is 
removed through an evaporative process. Surface solvent molecules are 
dr iven into the ambient by convective mass transfer, a process that is greatly 
enhanced by the relative motions of air and the resist due to wafer rotation. 
T h e solvent gradient thus established induces diffusion through the thickness 
of the resist from w i t h i n the bu lk fluid. T h e diffusivity of solvent i n the resist 
is a strong function of its composit ion. H e n c e , difiusion (or evaporation) is 
t ightly coupled w i t h fluid flow through concentration-dependent evaporation 
and rheology. B o t h mechanisms account for film thickness reduct ion. 

Exper imenta l ly , the average film thickness exhibits a power- law depen 
dence on final spin speed (157). The relationship can be expressed approx
imately as d = kw~a, i n w h i c h d is the result ing film thickness, w is the 
final spin speed, it is a concentration-dependent front factor, and a is the 
power- law exponent. T h e power- law exponent a is strictly a function of 
starting solution composit ion. T h e dependence of a on sol id content (and i n 
cases i n w h i c h the po lymer molecular weight varies wh i l e the total sol id 
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356 MICROELECTRONICS PROCESSING: CHEMICAL ENGINEERING ASPECTS 

weight fraction remains constant) can only be explained by flow-induced 
non-Newtonian behavior. In these th in l i q u i d layers, radial flow dr iven by 
centrifugal forces generates sufficiently h igh shear rates to cause nonl inearity 
i n the rheological behavior. H e n c e , the fluid viscosity is lowered by the 
imposed shear, w i t h the reduct ion at a given shear rate be ing greater for 
more-concentrated solutions and higher molecular weight resins. 

Mathemat ica l models that incorporate both flow and evaporative-loss 
mechanisms have been prepared (158). N o n - N e w t o n i a n features have been 
introduced recently to refine the model ing efforts and have resulted i n 
models w i t h quantitative predict ive abilities (159). H e n c e , data comparison 
between films spun on different spinners, w i t h nominal ly identical final 
rotation speeds, may reveal differences i n film uniformity. 

F i l m uni formity becomes a crit ical issue w h e n the resist layer has to 
cover an existing topography, such as i n applications over partial ly processed 
wafers. Step coverage is int imately l i n k e d w i t h fluid flow and solvent evap
oration. In addit ion , the exact geometry, such as the space, depth , and w i d t h 
of steps; the orientation of the features relative to the center of the wafer; 
and the distance of the features from the axis of rotation, a l l play a role i n 
resist planarization (Figure 5). T h e existing step is covered w i t h a film, w h i c h 
partial ly smoothes out the unevenness of the under ly ing topography. T h e 
effectiveness of planarization is measured by the ratio of peak-to-valley 
distance on the resist top surface to the existing step height of the under 
ly ing structure. N o r m a l l y , planarization improves w i t h a thick coating or 
mult ip le applications of resist layers, w i t h each subsequent layer partial ly 
screening out the surface undulations of the previous layer. Planarization 
also depends on the geometrical details of the feature to be covered. C o r 
relations are beg inning to appear in the l iterature, and attempts at their 
predict ion are under way. Resist planarization is an important issue for 
multi level -resist processing (160), a topic that w i l l be discussed i n detail i n 
a later section. 

3 ^ 
p l a n a r i z i n g layer 

step 

Figure 5. Cross section of a resist film of thickness a spun on top of a step (or 
line). The underlying topography is partially obscured by the resist layer, 
whose surface reveals only a rounded hump with an amplitude (b) that is a 

fraction of the step height below. 
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7. O 'BRIEN & SOANE Resists in Microlithography 357 

P r e b a k e . After spin coating, the resist is baked to remove residual 
solvent and to relax locked- in stresses induced by flow. Prebaking also h a r d 
ens the f i lm for better handl ing dur ing processing and increases adhesion 
of the film to the substrate. A l though actual prebake conditions vary, 30 m i n 
at 90 °C is typical . Forced-a ir box ovens, conveyorized infrared ovens, and, 
recently, automated "wafer track" hot plates are a l l used for this purpose. 
The temperature at w h i c h baking takes place lies be low the po lymer de
composit ion point but above its glass transition temperature, because the 
resist must be soft enough to al low facile stress relaxation and dry ing . T h e 
operating range of annealing temperature is best determined by the com
b i n e d use of differential thermal analysis (DTA) and thermal gravimetric 
analysis (TGA) . These techniques monitor the enthalpy change (DTA) and 
weight loss (TGA) as functions of sample temperature. Solvent evaporation 
is accompanied by an endotherm and sample weight loss, the amount of 
w h i c h is governed by the film composit ion after spin coating. Bak ing - t em
perature selection is not l imi ted by the rate of solvent evaporation alone. 
Sensitizer degradation and migration are important considerations as w e l l . 
The annealing temperature must be be low the temperature at w h i c h the 
sensitizer is degraded. 

T h e baking process is affected not only by the temperature and duration 
at w h i c h annealing takes place but also by the way the resist-coated wafer 
is cooled (161). If the resist is baked i n an oven and then taken out into 
room air after baking, its temperature drops rather quickly . However , i f the 
oven is shut off whi l e the wafer is left inside, the whole system cools off 
slowly. T h e annealed po lymer thus experiences different temperature his 
tories, depending on how the wafer is cooled after baking. Rubbery polymers 
exhibit h igh glass transition temperatures i f the cooling rate is sufficiently 
fast. Converse ly , a slowly cooled sample has m u c h t ime to contract and thus 
exhibits a lower glass transition temperature. The slower the rate, the denser 
is the vitr i f ied po lymer . This high-density or, equivalently , low-free-volume 
state retards solvent penetration. The slower solvent diffusion, i n turn , re 
duces the rate of resist dissolution. A l though postbake wafer cool ing is not 
rout inely monitored d u r i n g resist processing, the process should be inves
tigated further. 

E x p o s u r e . T h e fundamental principles invo lved i n resist exposure 
have been discussed i n a previous section (see Exposure Techniques , pages 
327-331) and w i l l not be reiterated. 

D e v e l o p m e n t . Resist development is a cr it ical step i n l i thography, 
because it exerts great influence on pattern quality. T h e tradit ional deve l 
opment method uses a l i q u i d developer solution that preferentially dissolves 
either the exposed region (positive resists) or the unexposed region (negative 
resists). Deve lopment can be carried out by either spray or immers ion tech-
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niques. M a n y operating parameters affect the outcome of resist development , 
such as developer strength, agitation, temperature and h u m i d i t y at w h i c h 
development takes place, and the size o f developer molecules. A l l these 
parameters influence the relative rates o f dissolution of both exposed and 
unexposed regions, as w e l l as the degree of swel l ing and latent-image d is 
tort ion. 

Novolac -d iazonaphthoquinone systems are developed i n alkaline so lu
tions. M a n y commerc ia l developers are available; these vary sl ightly i n p H 
and counter ions, such as N H 4

+ , N a + , and Κ + . T h e developers are generally 
buffered, w i t h m i n o r differences i n buffer compositions. Investigation of pos
it ive resists developed i n different alkaline solutions has shown certain cor
relations between ionic strength, counter i on type and size, and rate of 
development (162). A l k a l i n e solutions neutral ize carboxylic acid groups i n 
sensitizers and also react w i t h C 0 2 from air . Thus , the p H of these solutions 
gradually varies, and developers have to be replaced periodical ly . C y c l i z e d -
rubber-type negative resists are developed by using organic solvents. 

In e-beam resists, chain scission is often accompanied by the e l iminat ion 
of smal l volatile fragments. As these fragments leave the po lymer , they create 
microvoids that facilitate solvent penetration dur ing development. H e n c e , 
the rate of dissolution is not just a function of the molecular weight of the 
resist i n its postexposure state; rather the dissolution rate also reflects the 
extent of vo id formation. T h e rate w o u l d be higher i n the exposed region 
than i n the unexposed region, even i f the two regions had identical molecular 
weights, as demonstrated convincingly by Ouano et al . (163). 

M o d e l i n g of glassy-polymer dissolution has been reported i n the l i t e r 
ature (164, 165). I n v i ew of the difficulty of correlating the aforementioned 
gamut of process parameters w i t h the result ing t ime-dependent resist pro 
files, most mode l ing efforts s impli fy the two-dimensional prob lem by in i t ia l ly 
examining samples that have been subjected to flood exposure; this s i m p l i 
fication eliminates one spatial variable. Disso lut ion of resist films concep
tually involves two elementary steps: solvent penetration to convert the 
glassy po lymer into a swol len, entangled rubber and co i led dissociation from 
the gel at the solution interface. Solvent penetration is a stress-relaxation-
l i m i t e d process, and solvent size and matrix free-volume state play a strong 
role i n affecting the rate of this process. C o i l e d dissociation from the gel is 
dictated pr imar i ly by co i l mobi l i ty and chain length. M o b i l i t y is a function 
of gel concentration, whereas co i l length influences the t ime scale of co i l 
movement (reptation) needed to free ind iv idua l po lymer molecules from the 
entangled chains. E x p e r i m e n t a l evidence to elucidate the detai led mecha
nisms of film dissolution has been partial ly col lected. Some approaches i n 
volve the interrupt ion of development processes by freezing the partial ly 
dissolved film at different intervals for later characterization. O t h e r ap
proaches use direct optical means to monitor film thickness as a function of 
t ime d u r i n g development. T h r o u g h systematic observations, the interde -
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7. O 'BRIEN & SOANE Resists in Microlithography 359 

pendencies of the film dissolution rate on baking conditions, exposure dos
age, in i t ia l molecular weight o f the resist, developer composit ion, and size 
and solubi l i ty o f solvent molecules may be established. Phenomenological 
models , w h i c h take empir i ca l curve-fit mode l parameters for one -d imen
sional situations to describe profile development , have been der ived (166). 
Such models w o u l d benefit greatly from knowledge of the interrelations just 
ment ioned. 

As a first step i n the systematic compilat ion of data on resist dissolution 
and swel l ing behavior, a research program was init iated about 4 years ago, 
w h i c h cu lminated i n a n u m b e r of publications (167-169). T h e swel l ing and 
dissolution of t h i n films of P M M A i n m e t h y l isobutyl ketone ( M I B K ) and i n 
solvent-nonsolvent mixtures of M I B K - m e t h a n o l and m e t h y l e thy l k e -
tone - i sopropy l alcohol (IPA) were investigated. F i l m s were monitored by 
i n situ e l l ipsometry. Parametric studies o f the effects of molecular weight , 
molecular weight d istr ibut ion , soft-baking quench rate, solvent size, and 
temperature were performed w i t h M I B K . These parameters had a significant 
effect on dissolution. T h e effects of solvent composition and temperature on 
swel l ing and dissolution were studied w i t h b inary solvents. 

Ternary diagrams based on F l o r y - H u g g i n s interaction parameters were 
used to interpret the thermodynamics of swel l ing and dissolution. A narrow 
transition region where the developer changed from a swel l ing to a dissolving 
agent w i t h a small change i n composit ion or temperature was observed. I n 
the region where the po lymer was insoluble , the po lymer swelled u p to 
three t imes the in i t ia l thickness. A t a 50:50 M E K / I P A ratio, a temperature 
decrease from 24.8 to 18.4 °C caused a change from complete dissolution 
to a combined swel l ing -d isso lut ion behavior and rendered the P M M A film 
only 6 8 % soluble. 

K i n e t i c effects were determined by measurements of dissolution and 
penetration rates. A constant penetration velocity was observed for almost 
a l l compositions for both binary solvent mixtures. I n a l l studies, case I I 
transport assumptions prov ided good agreement w i t h experimental results. 
F o r M E K - I P A , penetration rates increased w i t h increasing M E K concen
tration. F o r M I B K - m e t h a n o l , however, a max imum penetration rate was 
observed at a 60:40 M I B K / m e t h a n o l ratio. 

A detai led transport mode l for resist dissolution has been developed 
(169). I n conjunction w i t h standard el l ipsometric equations descr ib ing m u l 
t i layer films, the mode l provides quantitative agreement w i t h the observed 
traces from the i n situ el l ipsometer. M o d e l parameters are thus extracted, 
and the ir significance i n terms of molecular structures of the system can be 
established. This m o d e l can then be extended for predict ive purposes i n the 
design and selection of resist materials. 

Postbaking. Postbaking, w h i c h normal ly follows the resist develop
ment step, is s imilar to prebaking but uses somewhat higher temperature. 
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360 MICROELECTRONICS PROCESSING: CHEMICAL ENGINEERING ASPECTS 

In this step, residual solvent is removed, wh i l e adhesion to the substrate is 
also improved . Postbake conditions vary w i t h the specific resist used, but 
30 m i n at 120 °C is typical . A n excessively h igh bake temperature w o u l d 
in i t ia l ly cause resist flow, and eventually , thermal degradation w i l l occur at 
temperatures above 200 °C. 

Postdevelopment Treatment. Descum. A photores ist p lasma 
" d e s c u m " step is typical ly but not always used after development. This step 
removes unwanted resist residues that were not cleared out d u r i n g deve l 
opment and, i n effect, increases the process latitude of the occasionally 
troublesome exposure-deve lopment sequence. L ikewise , the descum step 
can smooth out minor irregularit ies of the resist side wal l . Th is m i l d plasma 
treatment is done w i t h 0 2 or 0 2 - C F 4 gases w i t h l ow power and pressure 
settings, short process t imes, or both. T h e same plasma under more-vigorous 
conditions may be used later to strip the resist at the end of the masking 
operation. 

Substrate Treatment. W h e n the desired image is developed i n the 
resist, the pattern created provides a template for substrate modification. 
T h e various chemical and physical modifications current ly used can be clas
sified into additive and subtractive treatments. Examples of additive treat
ments inc lude the insertion of dopants (by either diffusion or ion i m 
plantation) to alter the semiconductor characteristics and metal deposit ion 
(followed by lift-off or electroplating) to complete a conduction network. 
In most cases, however, the substrate material is etched by a subtractive 
process. 

Wet Etching. Tradit ional ly , pattern transfer (etching) was performed 
by wet etchants. These substances are generally corrosive l iquids (e.g., 
hydrochlor ic , hydrof luoric , phosphoric , and nitr ic acids) and can degrade 
potential ly the remain ing resist that serves as a conformable protective mask. 
A l though these processes are s imple and inexpensive, wet-etching processes, 
w h i c h are inherent ly isotropic, form rounded side wa l l profiles that l i m i t the 
control of feature size. Process reproducib i l i ty is difficult, because many 
factors, such as temperature, t ime , degree of agitation, and bath composit ion, 
affect the outcome. I n addit ion , "undercut t ing " of the edges may result 
because of insufficient resist adhesion to the substrate d u r i n g wet etching. 
In this case, h ighly sloped side walls are formed that lead to a potential 
failure mechanism. Sloped edges, however, are preferred i n some instances. 
F o r example, s loped edges are sometimes used to ensure that a subsequently 
deposited material w i l l cover under ly ing topography uni formly and cont in 
uously. F o r this purpose, control led undercutt ing may be achieved by de
posit ing, pr ior to resist application, a th in layer of material , w h i c h dissolves 
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7. O'BRIEN & SOANE Resists in Microlithography 361 

i n the etchant more rapidly than it does i n the substrate. Despi te many 
undesirable features, wet etching is st i l l w ide ly used i n the industry because 
of lower capital costs and a large base of experience. 

Dry Etching. B o t h plasma etching and R I E are feasible, w i t h different 
result ing edge profiles (170-173). R I E differs from conventional plasma etch
ing i n that the wafers be ing etched are placed on the r f -dr iven electrode, 
w h i c h is negatively biased because of differences i n mobil it ies of electrons 
and positive ions i n the plasma. This negative potential accelerates the ions 
i n the plasma toward the substrate and creates etch directionality. The 
result ing etched profiles are thus anisotropic, w i t h the vert ical etch rate 
dominat ing over the lateral etch rate. This feature is i n sharp contrast to 
wet etching, w h i c h often leaves the pattern overetched (at least near the 
top). D r y etching also obviates the use of toxic l i q u i d etchants, the disposal 
of w h i c h is a difficult prob lem. However , the gases used i n dry processes 
are far from benign. M o s t effluents cause equally difficult disposal problems 
and can be quite damaging to the p u m p i n g and reactor systems. The de
veloped resists must be able to ho ld up against plasma etchants i n order to 
successfully serve as a mask. 

The chemistry and physics of plasmas are extremely complex; Chapter 
8 of this book presents detai led information. The use of oxygen R I E has 
promoted the development of bi level-resist schemes w i t h si l icon-containing 
top-layer resists (174-175). This subject w i l l be deferred to a later section 
for in -depth discussion. 

Additive Processes. F o r addit ive processes, the key resist requirement 
is thermal stability. M o s t ion implantation or vapor dopant diffusion treat
ments occur at or induce h igh temperatures. Bombardment of resists by 
dopants can also cause degradation. H e n c e , the resists used as dopant masks 
must be especially strong, h igh melt ing , or hardened. H a r d e n i n g can be 
achieved by either plasma treatment or U V exposure, w h i c h induces cross-
l ink ing . Another additive process is metal layer deposition. M e t a l deposit ion 
can be achieved by condensation of evaporated atoms or, alternatively, by 
sputtering, i n w h i c h a shower of ions (generally argon) physically knocks off 
ind iv idua l atoms (or clusters) from a metal target (170), and these species 
impinge on the substrate. A typical experimental set up begins w i t h a plasma 
that serves as an ion source. T h e co l l id ing ions, w h i c h are accelerated toward 
the target by a direct -current (dc) bias, create morphological damage, as 
w e l l as eject atoms. The sputtered atoms are physically ejected from the 
target surface by the m o m e n t u m carried by the incoming ions. In this co l 
l is ion cascade, some of the energy deposited by the bombarding ions is 
reflected back toward the surface, and a fraction of the surface atoms acquire 
enough energy to escape. 
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362 MICROELECTRONICS PROCESSING: CHEMICAL ENGINEERING ASPECTS 

Resist Stripping. After the additive or subtractive processes o f the 
substrate are complete , the resist mask must be completely removed by 
either wet or dry etching. T h e selection of resist str ipper is de termined by 
previous resist history (bakes, exposure to plasma, etc.) that results i n c h e m 
ical alteration and by the under ly ing substrate stability (176). W e t etches 
are either solvent-based or inorganic reagents such as H 2 S 0 4 , H N 0 3 or 
H 2 0 2 . Solvent-type strippers are typical ly acetone for positive resists, t r i c h -
loroethylene for negative resists, or commerc ia l products developed to re 
move both types of resists. C o m m e r c i a l organic strippers were ini t ia l ly 
phenol-based solvents but have been manufactured recently w i t h l i t t le or 
no pheno l as a result of health and safety issues associated w i t h the use of 
this chemical . P lasma str ipping or ashing of resist w i t h e i ther 0 2 or 0 2 - C F 4 

gases is clearly the method o f choice from the standpoint of convenience, 
cost, and safety. H o w e v e r , the method cannot be used w i t h substrates that 
are etched by these plasmas. 

Auxiliary Process Steps. In addit ion to the standard process steps, 
auxil iary processes are sometimes necessary. These steps are not used for 
al l situations but as requ ired and w i l l be considered i n this section separately. 
C e r t a i n semiconductor-manufacturing processes are part icularly damaging 
to po lymer ic films and require an addit ional step to harden the resist. F o r 
example, A l etching w i t h chlorine plasma produces A1C1 3 , w h i c h degrades 
resists. Ion implantat ion, i n w h i c h the chamber temperature and, hence, 
the wafer temperature increase w i t h increasing implant dose, causes thermal 
deformation of the resist image. O n e commonly used method to stabilize 
novolac-based resists is d e e p - U V flood exposure after patterning (177). W i t h 
d e e p - U V exposure, cross- l inking of the po lymer surface produces a film w i t h 
increased thermal resistance. W i t h this procedure, positive resists can w i t h 
stand a 180 °C bake for 30 m i n . F luorocarbon plasma treatment also stabilizes 
resists (178), because fluorine insertion impedes subsequent oxidation of the 
polymers. 

As discussed previously , an optional postexposure, predevelopment 
bake can reduce problems w i t h the standing-wave effect i n D N Q - n o v o l a c 
positive resists. However , such a postexposure bake step is indispensable 
i n the image reversal of positive resists (37-41) and certain resists based on 
chemical amplif ication of a photogenerated catalyst (64-67, 77, 78). F o r both 
types of resists, the chemistry that differentiates between exposed and unex
posed areas does not occur solely d u r i n g irradiat ion. Instead, differentiation 
occurs predominant ly d u r i n g a subsequent bake. Therefore, to obtain ac
ceptable C D control i n these systems, the bake conditions must be carefully 
opt imized and monitored . 

Rework. M a s k i n g steps frequently have the advantage over other I C -
manufacturing processes of be ing able to undergo wafer rework. Rework 
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7. O 'BRIEN & SOANE Resists in Microlithography 363 

involves the removal of the original resist layer, c leaning the wafers, and 
starting over from the spin-coating operation. Rework is necessary w h e n a 
mistake such as an out-of-specification measurement or misal ignment t o l 
erance is discovered pr ior to the substrate treatment step. However , reworks 
can be per formed only a finite number of t imes, and each rework operation 
generally carries the penalty of some y i e ld loss. In some cases, rework is 
not possible at a l l because of the sensitivity of the under ly ing substrate layers. 

Multilevel-Resist Processes 

Motivation for Multilevel Systems. To date, h igh-volume I C pro 
duct ion is done almost exclusively w i t h one-layer resist microl i thography. 
H o w e v e r , mult i level -resist processes are be ing developed to contend w i t h 
inherent l i thographic problems, such as reflectivity, back scatter (in the case 
of e-beam lithography), and uneven topography. In particular, the need for 
planarization has become important. As device geometries and l ine pitches 
shrink to meet the r is ing demand for higher density c ircuits , film thicknesses 
remain relatively constant. This situation creates h igh , nonuni form steps i n 
mult i layer topography and is most apparent i n the metal l ic conductor layers 
of the c i rcui try , w h i c h usually consist of long, t ightly p i t ched l ines. I n the 
metall ic conductor layers, resist patterns of h igh aspect ratio ( ratio of height 
to width) are requ i red for image def init ion. Inorganic dielectrics also suffer 
inherent step coverage problems, because they form continuous layers over 
the h ighly reflective narrow lines and spaces of under ly ing metal . As a result , 
the l i thographic process for patterning V L S I geometries has become more 
challenging, particularly i n the case of interconnect ing metal and dielectr ic 
films. C u r r e n t l y , strategies to planarize conductor and dielectr ic films are 
an area of intensive investigation. 

T h e formulation of a single-layer resist that can meet beyond-state-of-
the-art demands is an arduous task. To date, very few such materials have 
been advert ized, and their field performance is yet to be proven. T h e dif
ficulty lies i n the fact that requirements of sensitivity, etch resistance, and 
planarization are mutual ly exclusive. F o r example, th inner resists capable 
of h igher resolution sacrifice substrate etching protection and planarization. 
Consequent ly , the focus of l ithographers lately has centered upon m u l t i l e v e l -
resist processes that distr ibute desirable resist properties among several 
different organic and inorganic layers. 

A typical mul t i l eve l structure consists of a thick, p lanariz ing bottom 
layer, an optional intermediate layer, and a th in top layer of resist. Various 
etching methods are used to transfer the pr in ted image into the substrate. 
These layers function synergistically to achieve good resolution, w h i c h is 
otherwise impossible to obtain w i t h single-layer resists. T h e trade-off for 
h igh performance is added process complexity result ing from the incorpo
ration of one or more addit ional layers for each l ithographic step. This added 
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364 MICROELECTRONICS PROCESSING: CHEMICAL ENGINEERING ASPECTS 

complexity represents a significant impact on throughput and y i e ld . F o r this 
reason, mul t i l eve l processes have not found their way yet into most pro 
duct ion wafer processes (179). 

Opt i ca l , e-beam, and X - r a y l i thographic processes a l l benefit from the 
advantages offered by mul t i l eve l resists (180). F i r s t , i n the case of photo
l i thography, l ine w i d t h variations due to vary ing development times of non 
uni form resist film thickness are reduced by the under ly ing planariz ing layer. 
W i d t h variations due to reflections of topographical features can be sup
pressed by incorporation of antireflective agents, such as dyes, into the 
bottom layer (181) or by the application of commercial ly available antire
flective coatings spun onto the surface of the bottom resist (5). As a result , 
the top layer is far removed from the reflective surface and sees only the 
incoming image. T h e top layer is also relatively smooth, so that the projection 
optics views it on the same focal plane; thus depth-of-focus problems are 
reduced. A further advantage of mult i layer resists for optical l i thography is 
the increase i n sensitivity of the resist imaging layer w i t h th inner films. 

Motivat ions for the use of mult i layer systems for e-beam lithography are 
reductions i n proximity and charging effects and an increased sensitivity 
result ing from the need to image only a th in top-layer resist. e -Beam prox
imi ty effects are the result of electron back scattering, w h i c h broadens the 
contours of energy deposit ion near the back side of the resist. I f adjacent 
pr in ted lines are physical ly close, the broadened contours begin to overlap, 
and l ine w i d t h distortions are produced. Charg ing effects observed d u r i n g 
e-beam l i thography can be avoided by us ing a conductive intermediate layer 
in a tri level-resist process (182). 

X-ray l i thography also takes advantage of the increased resist sensitivity 
due to the th inner imaging films of mult i layer systems. T h i n n e r imaging 
films further improve X - r a y resolution by m i n i m i z i n g the p e n u m b r a effect, 
a prob lem associated w i t h an uncol l imated X - r a y beam. Consequent ly , the 
obl ique exposure of features near pattern edges are m i n i m i z e d by mul t i l eve l 
resist processes, thereby restoring the desired profile. 

M u c h work has been done i n the area of multi layer-resist systems d u r i n g 
the last few years, and a variety of schemes have been produced (180, 183, 
184). Typica l ly , however , mul t i l eve l resists refer to b i leve l and t r i l eve l sys
tems. B o t h systems incorporate a thicker bottom planariz ing layer (typically 
a novolac resist or P M M A , w h i c h is approximately 1-2-μπι thick) amenable 
to pattern transfer w i t h e i ther a wet- or dry-etch process. T h e degree of 
planarization depends on resist solution properties, coating thickness, and 
under ly ing topographic parameters, such as feature size, aspect ratio, p i t ch , 
and location on the wafer. C o m p l e t e planarization is extremely difficult, and 
so i n reality, under ly ing steps are only smoothened. O p t i m a l planarization 
is obtained for narrower lines that are bunched closely, whereas the worst 
case is that for features far apart enough to be considered practically isolated 
(160, 185). Planarizat ion is also a function of po lymer molecular weight; 
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7. O'BRIEN & SOANE Resists in Microlithography 365 

shorter po lymer ic chains are better p lanariz ing agents. T h e top imaging layer 
functions as a portable conformai mask ( P C M ) for patterning the bottom 
layer. 

Trilevel Processes. M u l t i l e v e l processes were developed d u r i n g the 
1970s. T h e first reported mul t i l eve l process used four different layers of 
material and two dry-etching steps (186). T r i l eve l schemes use an inorganic 
intermediate film or transfer layer, w h i c h is typical ly a few h u n d r e d angs
troms thick, that is deposited (by spinning , sputtering, or chemical vapor 
deposit ion [ C V D ] ) on top of the thick planariz ing layer. A variety of materials 
have been used as transfer layers, inc lud ing A l , S i , G e , T i , S i O x , S i 3 N 4 , and 
spin-on glass (SOG) (180, 183, 184). 

A resist film on w h i c h an image is to be patterned is appl ied direct ly to 
the surface of the intermediate transfer layer to form the tr i l eve l structure 
(Figure 6a). Because the surface is now planar, the top resist layer can be 
opt imized for resolution and can be re l ieved somewhat from the strict r e 
quirements of etch resistance and thermal stability. After the resist is p r in ted , 
the first pattern transfer into the isolation layer takes place by wet or d ry 
etching (Figure 6b). T h e second pattern transfer into the planariz ing layer 
is accomplished typical ly by a dry-etch process (by plasma etching or R I E ) . 
The isotropic or anisotropic nature of the etch determines the resist side 
wal l profile. D u r i n g the second step, the imaging resist is frequently de
stroyed and the intermediate layer is left to serve as the etch mask (Figure 
6c). T h e pattern of the planariz ing layer is then etched into the under ly ing 
film. Subsequently, the planariz ing layer is str ipped (Figure 6d). 

A l though the t r i leve l process involves an addit ional thin- f i lm-deposit ion 
step, it is part icularly effective for max imum resolution over severe topog
raphy and, i n the case of R I E , for the generation of straight side walls (187). 
The tr i l eve l process also avoids the formation of resist interfacial layers, a 
common prob lem w i t h b i l eve l systems. Opt imizat i on of the image-transfer 
step enables tai loring of the edge profile for vert ical or undercut side walls 
(187). Variations of this process have now been developed for specific ap
plications. As ment ioned previously , the addit ion of dye to the planariz ing 
layer eliminates substrate reflectivity in optical l i thography (180). O n the 
negative side, t r i leve l processing is complicated and requires expensive etch
ing and deposit ion equipment . 

Lift-Off Processes. E a r l y t r i l eve l resist schemes were developed for 
metal lift-off processes (186). Lift-off technology is one method of obtaining 
fine l ine metall ization w i th a mult i level -resist process. I n this case, a resist 
thickness greater than the final metal thickness is deposited and p r i n t e d 
w i t h tapered side walls i n the negative image of the metal c ircuitry , w h i c h 
is accomplished by using an inorganic transfer layer and dry etching. Thus , 
an overhang of the th in film is produced over the retrograde resist edge 
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366 MICROELECTRONICS PROCESSING: CHEMICAL ENGINEERING ASPECTS 

(d) 

Figure 6. Schematic of a trilevel-resist process, (a) The top imaging layer is 
separated from the bottom planarizing layer by a transfer (or isolation) layer, 
(b) The pattern of the top image is transferred into the isolation layer, (c) The 
top layer is removed, and the pattern is transferred from the isolation layer 
to the substrate through the planarizing foyer, (d) The remaining planarizing 

layer is stripped to complete the process. 

(Figure 7a-b) . M e t a l deposit ion at low temperature follows, because h i g h -
temperature deposit ion w o u l d degrade the resist and make it difficult to 
remove. A thick layer of metal fills the w e l l created by the resist and the 
th in - f i lm overhang, and a discontinuous layer is formed that allows pene
tration of solvent d u r i n g the lift-off step (Figure 7c). As the resist dissolves 
and floats away, the inorganic film w i t h its over ly ing metal is also removed 
(Figure 7d). A l t h o u g h standard dry etching of some metals can be effective 
in obtaining fine patterns, lift-off technology offers the advantage of smooth 
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'////////////, 
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Metal 
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Figure 7. Metal lift-off process using a trilevel-resist scheme, (a and b) The 
image created in the top-layer resist is transferred via the isofotion foyer to 
the bottom plananzing layer by an isotropic etch, (c) The sloped side wall of 
the planarizing layer has an overhanging transfer layer that breaks up the 
continuity of the metal film sputter deposited onto the system, (d) Subsequent 
dissolution of the bottom layer cames off parts of the metal film adhering to 

the resist layers, and well-defined metal lines are left. 

edges of the metal l ization profi le, w h i c h precludes poor step coverage d u r i n g 
the subsequent deposit ion step. 

B i l e v e l P r o c e s s e s . A b i l eve l system consists of a thick resist at the 
base and a th in imaging resist on top. M a n y variations have now been 
reported. Convent iona l image transfer into the bottom layer is accomplished 
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368 MICROELECTRONICS PROCESSING: CHEMICAL ENGINEERING ASPECTS 

by d e e p - U V exposure, as w i t h the P C M (188). Recently , an alternative 
approach using R I E and new oxygen-etch resistant materials as top layers 
has been reported. I n a typical P C M process, the upper resist is exposed 
and developed w i t h n e a r - U V or e-beam radiation. This material , for instance, 
may be a novolac-type resist that strongly absorbs i n the d e e p - U V region. 
T h e bottom layer is a deep-UV-sens i t ive material , typical ly P M M A . H e n c e , 
subsequent d e e p - U V flood exposure replicates the pattern del ineated by the 
top layer, w h i c h acts as a P C M . T h e bottom layer can be developed (by 
using solvents) w i t h the novolac cap removed or retained. 

Radiation 

Mask 

0 2 Etch Resistant Resist 
Planarizing Layer 
Layer to be patterned 
Metal 

y*—Substrate 

Development 

mm 

0 2 RIE 

Figure 8. Schematic of a bilevel-resist process using a silicon-containing top 
layer. Pattern transfer to the bottom planarizing layer is achieved by oxygen 

ME. 

Pu
bl

is
he

d 
on

 M
ay

 5
, 1

98
9 

on
 h

ttp
://

pu
bs

.a
cs

.o
rg

 | 
do

i: 
10

.1
02

1/
ba

-1
98

9-
02

21
.c

h0
07



7. O 'BRIEN & SOANE Resists in Microlithography 369 

Problems associated w i t h this system are interfacial mix ing result ing i n 
poor image def init ion, long exposure times for P M M A , reflectivity from the 
substrate, and the relatively low glass transition temperature of P M M A . 
Several improvements have been made now on the original system, inc lud ing 
dye addit ion, use of antireflective coatings, and more-powerful d e e p - U V 
sources. T h e development of a new material , P M G I [poly(dimethyl glutar-
imide)] (58) is noteworthy. W h e n used as the planariz ing layer, P M G I pro 
vides increased thermal and plasma etch stability and the added advantage 
of development i n aqueous solvents. 

Recent developments in organometallie polymers , p r imar i l y those con
taining S i , have enhanced dramatically the interest i n bi layer l i thography. 
W i t h these new materials to replace the conventional photoresist or e-beam 
resist, a single dry-etch step is requ i red for image transfer into the bottom 
planariz ing layer (Figure 8). As a result, the number of publications report
ing new Si-containing resist d u r i n g the last 2 years has mushroomed at 
a phenomenal rate. A n exhaustive rev iew is beyond the scope of this 
chapter. 

Table I. Silicon-Containing Resists 
Resist Type Reference 

Poly(vinylmethylsiloxane) Negative e-beam, 189 
Poly(dimethylsiloxane) deep U V 

190, 191 Poly(trimethylstyrene-co-chloromethylstyrene) Negative e-beam, 190, 191 
Poly(trimethylstyrene-co-chlorostyrene) deep U V 

192 Poly(dimethylsiloxane-co-methylphenyl- Negative photon, 192 
siloxane-co-methylvinylsiloxane e-beam 

Chloromethylated poly(diphenylsiloxane) Negative e-beam, 193 Chloromethylated poly(diphenylsiloxane) 
deep U V 

Poly(triallylphenylsilane)-bisazide Negative deep U V 194 
Polysilane Positive deep UV, 195, 196 Polysilane 

mid U V 
Terpolymer of phenol-trimethylsilylphenol- Positive near U V 197 

formaldehyde-0-quinonediazide 
Positive deep U V 171 Trimethylsilyl-substituted PMMA Positive deep U V 171 

Poly(trimethylsilylmethyl methacrylate-co- Positive deep U V 198 
3-oximino-2-butanone methacrylate) 

Poly(ethylphenylstyrene) Positive deep U V 199 
Poly(3-butenyltrimethylsilane sulfone) Positive e-beam 200 
Trimethylsilylmethylated resorcinol- Positive near U V 201 

formaldehyde-naphthoquinonediazide 
Positive e-beam 202 Poly(methyl methacrylate)-g- Positive e-beam 202 

poly(dimethylsiloxane) 
203 Poly(phenylsilsesquioxane)-phenyl- Positive near U V 203 

T 4(OH) 4-OFPR-800 f l 

Poly(methylstyrene-fc-dimethylsiloxane) Negative e-beam 172 
"PhenylT4(OH)4 is cis-( 1,3,5,7-tetrahydroxy)-1,3,5,7-tetraphenylcyclotetrasiloxane. OFPR-800 
is a commercially available positive photoresist. 
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370 MICROELECTRONICS PROCESSING: CHEMICAL ENGINEERING ASPECTS 

Silicon-Containing Resists. Photosensitive si l icon-containing m a 
terials combine the properties of conventional resists w i t h the resistance of 
si l icon to etching by 0 2 plasma. In effect, the functions of the imaging resist 
and the inorganic transfer layer, w h i c h was descr ibed for t r i l eve l processes, 
are now served by one f i lm. E v e n though this area has been the focus of a 
great deal of research activity, commerc ia l products are not available yet. 
Some problems encountered are reduced photosensitivity, w h i c h results 
from the h igh si l icon content requ ired for effective 0 2 etch resistance, r e 
duced po lymer T g , and hydrophobic i ty . Ideally, etching-rate ratios greater 
than 10:1 should exist between the resist and the planariz ing layer to m i n 
imize l ine w i d t h erosion. T h e majority of these new resists contain si l icon 
i n the po lymer backbone (polysiloxanes and polysilanes) or i n the side chains. 
Treatment w i t h an 0 2 plasma leads to the formation of si l icon oxides, w h i c h 
generate a protective layer on the po lymer surface. Negative and positive 
resists have been reported that are sensitive to both U V and e-beam radia
t ion; Table I gives some examples. T h e topic of R I E pattern-transfer l i thog
raphy has been reviewed recently (184). 
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Plasma-Enhanced Etching 
and Deposition 

Dennis W. Hess and David B. Graves 

Department of Chemical Engineering, University of California, Berkeley, 
CA 94720 

Chemical and chemical engineering principles involved in plasma
-enhanced etching and deposition are reviewed, modeling approaches 
to describe and predict plasma behavior are indicated, and specific 
examples of plasma-enhanced etching and deposition of thin-film ma
terials of interest to the fabrication of microelectronic and optical 
devices are discussed. 

T H E I N C R E A S I N G C O M P L E X I T Y O F S O L I D - S T A T E electronic and optical de
vices places stringent demands upon the control of th in- f i lm processes. F o r 
example, as device geometries drop below the l-μπι leve l , previously stan
dard processing techniques for th in- f i lm etching and deposition become 
inadequate. F o r etching, the control of film etch rate, uni formity , and se
lect ivity is no longer sufficient; the establishment of film cross sections or 
profiles is crucial to achieving overal l re l iabi l i ty and high-density c ircuits . 
Low-temperature deposition methods are required to m i n i m i z e defect for
mation and solid-state diffusion and to be compatible w i t h low-melt ing-point 
substrates or films. Therefore, the established techniques of l i q u i d etching 
and, to some extent, chemical vapor deposition ( C V D ) are be ing replaced 
by plasma-assisted methods. Plasma-assisted etching and plasma-enhanced 
C V D ( P E C V D ) take advantage of the high-energy electrons present i n glow 
discharges to dissociate and ionize gaseous molecules to form chemical ly 
reactive radicals and ions. Because thermal energy is not needed to break 
chemical bonds, reactions can be promoted at low temperatures (<200 °C). 

A l though the chemistry and physics of a glow discharge are extraordi 
nari ly complex, the plasma performs only two basic functions. F i r s t , reactive 

0065-2393/89/0221-0377$15.60/0 
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378 MICROELECTRONICS PROCESSING: CHEMICAL ENGINEERING ASPECTS 

chemical species are generated by electron-impact coll isions; thus they over
come kinet ic l imitations that may exist i n thermal ly activated processes. 
Second, the discharge supplies energetic radiation (e.g., positive ions, n e u 
tral species, metastable species, electrons, and photons) that bombard sur
faces immersed i n the plasma and thus alter the surface chemistry d u r i n g 
etching and deposit ion. T h e combination of these physical processes w i t h 
the strictly chemical reactions due pr imar i l y to atoms, radicals, or molecules 
yields etch rates, etch profiles, and material properties unattainable w i t h 
either process ind iv idual ly . 

Dry Processing 

L i q u i d etching has been the preferred method for pattern del ineation for 
th in films for many years (I). Its pervasive use has been due pr imar i l y to 
two considerations. F i r s t , although the exact chemistry is often poorly under 
stood, the technology of l i q u i d etching is firmly established. Second, the 
selectivity (ratio of film etch rate to the etch rate of the under ly ing film or 
substrate) can be essentially infinite w i t h the proper choice of etchant so
lut ion . 

Desp i te these advantages, several cr i t ical problems arise for micrometer 
and submicrometer pattern sizes. Resist materials often lose adhesion i n the 
acid solutions used for most etch processes and thereby alter pattern d i 
mensions and prevent l ine w i d t h control . As etching proceeds downward 
into the film, it proceeds laterally at an approximately equal rate. T h e mask 
is undercut , and an isotropic profile (Figure 1) results. Because film thickness 
and etch rate are often nonuni form across a substrate, overetching is r equ i red 
to ensure complete film removal . Overetch ing generates a decrease i n pat
tern size because of the cont inued lateral etching and thus affects process 
control . W h e n the film thickness is small relative to the m i n i m u m pattern 
d imension , undercutt ing is insignificant. B u t w h e n the film thickness is 
comparable w i t h the pattern size, as is the case for current and future devices, 
undercutt ing is intolerable. F i n a l l y , as device geometries decrease, spacings 
between resist stripes also decrease. W i t h micrometer and submicrometer 
patterns, the surface tension of etch solutions can cause the l i q u i d to br idge 
the space between resist stripes. Because the etch solution does not contact 
the film, e tching is prec luded . 

T h e l imitations encountered w i t h solution etching can be overcome by 
plasma-enhanced etching. Adhes ion is not a major prob lem w i t h dry-etch 
methods. ^Undercutting can be control led by varying the plasma chemistry , 
gas pressure, and electrode potentials (2-6) and thereby generate direct ional 
or anisotropic profiles. 

Numerous techniques have been developed for the formation of t h i n -
film materials (7-9). Because of the versati l ity and throughput capability of 
C V D , this method has gained wide acceptance for a variety of film materials. 
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7 7 Ζ Λ V Z W r * * 

- F i l m to be etched 

-Subst ra te 

Isotropic P r o f i l e 
No Overe tch 
L i q u i d or P l asma 

E tch ing 

Ve r t i ca l P ro f i l e 
P l a s m a or Dry 

E tch ing 

Figure 1. Cross sections of films etched with liquid or plasma etchants. The 
isotropic profile is the result of zero overetch and can be generated with liquid 
or plasma etch techniques. The anisotropic (vertical) profile requires plasma 
or dry-etch processes. W is the width of the resist pattern. (Reproduced from 

reference 2. Copyright 1983 American Chemical Society.) 

However , deposit ion rates are often low w i t h C V D , and the presence of 
temperature-sensitive substrates or films (e.g., polymers or l ow-mel t ing -
point metals) pr ior to deposit ion, along w i t h the possibil ity of generating 
defects (e.g., vacancies, interstitials, stacking faults, and dislocations) often 
precludes the use of elevated temperatures (>300 °C) for f i lm growth. In 
such cases, deposit ion rates can be enhanced by us ing high-energy electrons 
i n a discharge rather than thermal means to supply the energy for b o n d 
breaking (10-14). 

rf Glow Discharges 

The r f (radio frequency) glow discharges (2) or plasmas used for plasma 
etching or P E C V D are partially ionized gases composed of ions, electrons, 
and a host of neutral species i n both ground and excited states. Typica l ly , 
the plasma is formed by apply ing an electric f ield across a vo lume of gas. 
M a n y types of plasmas exist (15); they differ pr imar i ly i n electron concen
tration ne and average electron energy kTe. A quantity that is useful i n 
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380 MICROELECTRONICS PROCESSING: CHEMICAL ENGINEERING ASPECTS 

characterizing the average electron energy is the ratio of the electric field 
to the pressure, E/p (15). As the electric field strength increases, free elec
trons, whose velocities increase because of acceleration by the field, gain 
energy. The electrons lose this energy by inelastic coll isions, so that an 
increase i n pressure, w h i c h decreases the electron mean free path, decreases 
the electron energy. 

In th in - f i lm processes for the fabrication of electronic materials and 
devices, r f glow discharges are pr imar i ly used. T h e application of an r f voltage 
at frequencies between 50 k H z and 40 M H z to a low-pressure (6-600 Pa) 
gas results i n a chemical ly unique environment (Table I.) 

E l e c t ron densities (n e) and, because the plasma is electrically neutra l , 
posit ive- ion densities ( n j range from 10 8 to 1 0 1 2 / c m 3 . H o w e v e r , the ratio 
of the neutral-species density (n N ) to the electron density is usually greater 
than 10 3 , so that these plasmas are only weakly ionized . As a result, radicals 
and molecules i n the discharge are pr imar i l y responsible for etching and 
deposit ion reactions. That is, radicals and molecules are not inherent ly more 
reactive than ions, but they are present i n significantly h igher concentrations. 
T h e glow discharges descr ibed by Table I are termed nonequ i l i b r ium plas
mas, because the average electron energy (kTe) is considerably higher than 
the ion energy (kTi). Therefore, the discharge cannot be descr ibed ade
quately by a single temperature. 

Physical and Electrical Characteristics. The electrical potentials 
established i n the reaction chamber determine the energy of ions and elec
trons str iking the surfaces immersed i n a discharge. E t c h i n g and deposit ion 
of th in films are usually performed i n a capacitively coupled parallel-plate 
r f reactor (see P lasma Reactors). Therefore, the fol lowing discussion w i l l be 
d irected toward this configuration. 

T h e important potentials i n r f glow discharge systems (16, 17) are the 
plasma potential (potential of the glow region), the floating potential (po
tential assumed by a surface w i t h i n the plasma that is not externally biased 
or grounded and thus draws no net current) , and the potential of the powered 
or externally biased electrode. W h e n the plasma contacts a surface, that 
surface, even i f grounded, is usually at a negative potential w i t h respect to 
the plasma (16, 18, 19). Therefore, posit ive- ion bombardment occurs. T h e 
energy of the bombarding ions is established by the difference i n potential 

Table I. Properties of rf Glow Discharges (Plasmas) 
Used for Thin-Film Etching and Deposition 

Parameter Value 

n e = Πι 10 8-10 1 2/cm 3 

nN ~10 1 5-10 1 6 /cm 3 

kTe 1-10 eV 
kTi -0.04 eV 
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8. HESS & GRAVES Plasma-Enhanced Etching and Deposition 381 

between the plasma and the surface that the ion strikes, the r f frequency 
(because of mobi l i ty considerations), and the gas pressure (because of co l 
lisions). Because ion energies may range from a few volts to more than 500 
V, surface bonds can be broken , and in certain instances, sputtering of film 
or electrode material may occur (16). 

T h e reason for the different potentials w i t h i n a plasma system becomes 
obvious w h e n electron and ion mobil it ies are considered (19a). Imagine 
apply ing an r f field between two plates (electrodes) posit ioned w i t h i n a l ow-
pressure gas. O n the first half-cycle of the field, one electrode is negative 
and attracts positive ions; the other electrode is positive and attracts elec
trons. Because of the frequencies used and because the mobi l i ty of electrons 
is considerably greater than that of positive ions, the flux (current) of electrons 
is m u c h larger than that of positive ions. This situation causes a deplet ion 
of electrons i n the plasma and results i n a positive plasma potential . 

O n the second half-cycle, a large flux of electrons flows to the electrode 
that previously received the small flux of ions. Because plasma-etching sys
tems generally have a dielectr ic coating on the electrodes or a series (block
ing) capacitor between the power supply and the electrode, no direct current 
(dc) can be passed. Therefore, on each subsequent half-cycle, negative charge 
continues to b u i l d on the electrodes and on other surfaces i n contact w i t h 
the plasma, and so electrons are repel led and positive ions are attracted to 
the surface. This transient situation ceases w h e n a sufficient negative bias is 
achieved on the electrodes such that the fluxes of electrons and positive ions 
str iking these surfaces are equal . A t this point , time-average (positive) plasma 
and (negative) electrode potentials are established. 

A plasma potential that is positive w i t h respect to electrode potentials 
is p r imar i l y a consequence of the greater mobi l i ty of electrons compared 
w i t h positive ions. W h e n there are many more negative ions than electrons 
in the plasma (e.g., i n highly electronegative gases), plasma potentials are 
below electrode potentials, at least dur ing part of the r f cycle (19b). 

T h e plasma potential is nearly uni form throughout the observed glow 
vo lume i n an r f discharge, although a small electric field directed from the 
discharge toward the edge of the glow region exists. Between the glow and 
the electrode is a narrow region (typically 0 .01 -1 c m , depending pr imar i l y 
upon pressure, power , and frequency) where in a change from the plasma 
potential to the electrode potential occurs. This region is cal led a sheath or 
dark space and can be l ikened to a deplet ion layer i n a semiconductor device 
i n that most of the voltage is dropped across this region. 

Posit ive ions drift to the sheath edge where they encounter the strong 
field. T h e ions are then accelerated across the potential drop and strike the 
electrode or substrate surface. Because of the series capacitor or the die lectr ic 
coating of the electrodes, the negative potentials established on the two 
electrodes i n a plasma system may not be the same. F o r instance, the ratio 
of the voltages on the electrodes depends upon the relative electrode areas 
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382 MICROELECTRONICS PROCESSING: CHEMICAL ENGINEERING ASPECTS 

(20). T h e theoretical dependence is given by equation 1, where V is the 
voltage and A is the electrode area (20). 

VJV2 = ( A 2 / A 0 4 (1) 

I f V , is the voltage on the powered electrode and V 2 is the voltage on 
the grounded electrode, then the voltage ratio is the inverse ratio of the 
electrode areas raised to the fourth power. However , for typical etch systems, 
the exponent of the area ratio is generally less than 4 and may be less than 
1.2 (16). This apparent deviation from theory is i n part due to the reactor 
configuration. A l though the physical electrodes i n a plasma reactor often 
have the same area, A 2 represents the grounded electrode area, that is, the 
area of a l l grounded surfaces i n contact w i t h the plasma. Because this area 
usually includes the chamber walls , the area ratio can be quite large. Because 
of such considerations, the average potential d istr ibut ion i n a typical c o m 
mercia l plasma reactor w i t h two paral le l electrodes immersed i n the plasma 
is s imilar to that shown i n F i g u r e 2 (26). I n this case, the energy of ions 
str ik ing the powered electrode or substrates on this electrode w i l l be higher 
than that of ions reaching the grounded electrode. Indeed, equation 1 can 
be used to design electrode areas for reactors such that a particular voltage 
can be established on an electrode surface. 

In addit ion to the ratio of electrode areas, other plasma parameters can 

+V 

Powered Ground 
Efectrode 

Figure 2. Potential distribution in a parallel-plate plasma etcher with the 
grounded surface area forger than the powered electrode area. V is the po
tential, and V P is the plasma potential. (Reproduced with permission from 

reference 16. Copyright 1979 The Electrochemical Society, Inc.) 
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affect the electrical characteristics o f the discharge. Vary ing the r f power 
input w i l l alter plasma and electrode potentials, as w e l l as i on concentrations, 
and thereby change ion energies and fluxes. A lso , radio frequency affects 
the kinet ic energy of ions that strike surfaces i n contact w i t h the plasma. 
This effect can be readily understood by considering the behavior of an ion 
experiencing an osci l lating plasma potential caused by appl ied r f voltages 
(21, 22). D e p e n d i n g upon the ion mobi l i ty , some frequency exists above 
w h i c h the ion can no longer follow the alternating voltage. Therefore, the 
ion cannot traverse the sheath i n one half-cycle. Above this frequency, ions 
experience an accelerating field (the difference between the plasma and 
electrode potentials d i v i d e d by the sheath thickness) that is an average over 
a n u m b e r of half-cycles. A t lower frequencies, where the ions can respond 
direct ly to the osci l lating field, they are accelerated by instantaneous fields. 
Thus , the ions can attain the max imum energy corresponding to the maxi 
m u m instantaneous field across the sheath. As a result, for a constant sheath 
potential , ion bombardment energies and fluxes are higher at lower fre
quencies. 

Chemical Characteristics. Because etching or deposition processes 
are mere ly chemical reactions that y i e ld a volatile or involati le product , 
respectively, the overal l process can be broken down into the fo l lowing six 
pr imary steps: 

1. Generat ion of reactive species 

2. Di f ius ion to the surface 

3. Adsorpt ion 

4. Reaction 

5. Desorpt ion of volatile products 

6. Di f iusion of volatile products away from the surface 

F i r s t , reactive atoms, molecules, and ions must be generated by elec
t ron -mo lecu le collisions. Because most of the reactant gases or vapors used 
for plasma-enhanced etching and deposit ion do not spontaneously undergo 
reaction at the low temperatures invo lved , radicals or atoms must be formed 
so that heterogeneous chemical reactions can proceed at reasonable rates. 
T h e reactive species thus generated diffuse to surfaces where they can adsorb 
onto a surface site. St i ck ing coefficients are be l ieved to be large for free 
radicals, such that ehemisorption and surface reactions occur readi ly (23). 
Surface diffusion of physical ly adsorbed species or volatile product molecules 
can occur. 

T h e nature of the pr imary reaction product differentiates plasma-en
hanced etching from deposit ion. I n etching, the volati l i ty of reaction products 
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384 MICROELECTRONICS PROCESSING: CHEMICAL ENGINEERING ASPECTS 

is crucial to film removal . A l though the pr inc ipa l reaction product i n dep 
osition processes is not volati le, secondary products (e.g., hydrogen or hal ide 
molecules) must desorb to avoid incorporation into, and thus contamination 
of, the growing film. Comple te e l iminat ion of such contamination is difficult, 
because particle bombardment of adsorbed species can assist incorporation. 

As indicated previously , the chemical reactions taking place i n glow 
discharges are exceedingly complex. However , two general types of chemical 
processes can be categorized: homogeneous gas-phase collisions and het
erogeneous surface interactions. To completely understand and characterize 
plasma processes, the fundamental pr inc iples of both processes must be 
understood. 

Homogeneous Processes. Homogeneous gas-phase collisions generate 
reactive free radicals, metastable species, and ions. Therefore, chemical 
dissociation and ionization are independent of the thermodynamic temper 
ature. E l e c t r o n impact can result i n a number of different reactions de
pend ing upon the electron energy. T h e fo l lowing list indicates these reaction 
types i n order of increasing energy requirement (24-26). 

• Exc i tat ion (rotational, v ibrational , or electronic) 

e 4- X 2 -> X 2 * -h e 

• Dissociative attachment 

e + X 2 - » X + X + + e 

• Dissociation 

e + X 2 -> 2 X + e 

• Ionization 

e + X 2 - * X 2
+ + 2e 

• Dissociative ionization 

e + X 2 - * X + + X + 2e 

Exci tat ion and dissociation processes can occur w i t h mean electron ener
gies be low a few electron volts. Thus , the discharge is extremely effective i n 
produc ing large quantities of free radicals. M a n y of these species are gen
erated by direct dissociation, although i f attachment of an electron to a 
molecule results i n the formation of a repulsive excited state, the molecule 
can dissociate by dissociative attachment. These attachment processes are 
prevalent at l ow electron energies (<1 eV) w h e n electronegative gases or 
vapors are used. B y comparison, the ionization of many molecules or atoms 
requires energies greater than ~ 8 eV, so that relatively few ions exist. The 
generation of reactive species is balanced by losses due to recombination 
processes at surfaces (electrodes and chamber walls) and i n the gas phase, 
along w i t h diffusion out of the olasma. 
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8. HESS & GRAVES Plasma-Enhanced Etching and Deposition 385 

Elec tron- impact reactions occur at a rate (R) de termined by the con
centrations of both electrons (n e) and a particular reactant (N) species (24). 

The proportionality constant k is the rate coefficient, w h i c h can be expressed 

where e and m are the imp ing ing electron energy and mass, respectively; 
a(e) is the cross section for the specific reaction; and fit) is the electron 
energy distr ibut ion function. T h e l imits of the integral r u n from the threshold 
energy for the impact reaction to infinity. I f an accurate expression for /(e) 
and electron col l is ion cross sections for the various gas-phase species present 
are k n o w n , k can be calculated. Unfortunately , such information is generally 
unavailable for many of the molecules used i n plasma etching and deposit ion. 

Because of the h ighly nonequ i l i b r ium conditions experienced by elec
trons i n the plasma, fie) almost never follows the M a x w e l l - B o l t z m a n n dis 
tr ibut ion . I n general , the d istr ibut ion function is determined by the electric 
field that accelerates electrons and collisions that cause electrons to change 
energy. V e r y few direct measurements of /(e) have been made under con
ditions of interest to plasma etching or deposit ion; consequently, the current 
understanding of/(e) is l i m i t e d , at best. This fact impedes the abi l i ty to make 
quantitative predictions of electron-impact rates. As previously descr ibed, 
ionization due to electron impact occurs through the action of the most 
energetic electrons i n the distr ibut ion. The n u m b e r of electrons i n the h i g h -
energy tai l of the d istr ibut ion that are capable of i on iz ing neutral species i n 
the discharge is considerably less than the n u m b e r of electrons capable of 
molecular dissociation. As a result , the degree of ionization is usually m u c h 
less than the degree of molecular dissociation. 

A second type of homogeneous impact reaction is that occurr ing between 
the various heavy species generated by electron collisions, as w e l l as between 
these species and unreacted gas-phase molecules (27, 28). Aga in , dissociation 
and ionization processes occur, but i n addit ion, recombination and molecular 
rearrangements are prevalent. Part icular ly important inelastic collisions are 
those cal led P e n n i n g processes (29). I n these collisions, metastable species 
(species i n excited states where quantum mechanical selection rules forbid 
transition to the ground state and thus have long lifetimes) col l ide w i t h 
neutral species, transfer the ir excess energy, and thereby cause dissociation 
or ionization. These processes are particularly important w i t h gases, such 
as argon and h e l i u m , that have available a number of long-l i fetime metastable 
states. F u r t h e r m o r e , P e n n i n g ionization has a large cross section, w h i c h 
enhances the probabi l i ty of this process. 

R = kneN (2) 

by 

(3) 
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386 MICROELECTRONICS PROCESSING: CHEMICAL ENGINEERING ASPECTS 

Heterogeneous Processes. A variety of heterogeneous processes can 
occur at sol id surfaces exposed to a glow discharge (28, 30-32). T h e pr imary 
processes of interest i n plasma etching and deposit ion are summarized i n 
the fo l lowing list (23). These interactions result from the bombardment of 
surfaces by particles. 

• Ion-surface interactions 

1. Neutral izat ion and secondary electron emission 

2. Sputter ing 

3. Ion- induced chemistry 

• Elec tron-sur face interactions 

1. Secondary electron emission 

2. E le c t ron - induced chemistry 

• R a d i c a l - or atom-surface interactions 

1. Surface etching 

2. F i l m deposit ion 

A l though v a c u u m - U V photons and soft X-rays present i n the plasma are 
sufficiently energetic to break chemical bonds, electron and , part icularly , 
ion bombardments are the most effective methods of promot ing surface 
reactions (33). 

Several theoretical investigations (23, 34, 35) indicate that nearly a l l 
inc ident ions w i l l be neutral ized w i t h i n a few atomic rad i i of a surface, 
presumably because of electrons arising from A u g e r emission processes. 
These results suggest that the particles ult imately str iking surfaces i n contact 
w i t h a glow discharge are neutral species rather than ions. To a first ap
proximation, effects due to energetic ions and neutral species should be 
s imilar , prov ided that the particle energies are the same. 

A u g e r emission to neutral ize incoming ions leaves the sol id surface i n 
an excited state; relaxation of the surface results i n secondary electron gen
eration (23, 24). Secondary electrons are ejected w h e n high-energy ions, 
electrons, or neutral species strike the sol id surface. These electrons enhance 
the electron density i n the plasma and can alter the plasma chemistry near 
a sol id surface. Radiation impingement on a surface can induce a n u m b e r 
of phenomena that depend upon the bombardment flux and energy. 

As noted previously (33), positive ions (or fast neutral species) are ex
tremely efficient i n enhancing surface processes; thus this chapter w i l l con
centrate on ion bombardment effects. T h e various surface, th in - f i lm , and 
bulk phenomena affected by bombarding species are indicated i n F i g u r e 3 
(36). The specific processes taking place are designated above the labeled 
abscissa i n F i g u r e 3, along w i t h the range of particle energies that cause 
such effects. 
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Figure 3. Ranges of kinetic energy and equivalent flux density of incident 
species for various engineering applications for ion-surface and gas-surface 
interactions. Kinetic energy ranges of particles in which significant interactions 
occur are also shown. (Reproduced with permission from reference 36. Copy

right 1984 American Institute of Physics.) 

Synergistic Phenomena. T h e enhancement of etch rates and the a l 
teration of deposited film properties due to particle bombardment are w e l l -
known phenomena whose generic origins can be s imply envis ioned by re 
ferr ing to the process steps l isted on page 383. Steps 3 - 5 are heterogeneous 
processes whose kinetics are temperature dependent. However , tempera
ture is mere ly one method of increasing the energy of surface bonds. Part ic le 
bombardment is another means of impart ing energy to a surface. Specifically, 
ion (or electron) bombardment can break surface bonds and thereby create 
crystal damage and adsorption sites (37), as w e l l as assist product desorption 
(38). A l so , chemical reactions on the sol id surface can be promoted b y such 
bombardment (33). W h i c h of these steps is pr imar i ly responsible for e n 
hanced etch rates and film property alteration is not yet clear. Nevertheless , 
particle bombardment obviously promotes etch processes, as demonstrated 
by the beam experiments descr ibed by F i g u r e 4. 

In this study (39), a beam of X e F 2 molecules and a beam of argon ions 
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Figure 4. Example of ion-assisted gas-surface chemistry in the etching of silicon 
with XeF2. The XeF2flow is 2 Χ 1015 mol/s, and the argon energy and current 
are 450 eV and 2.5 μΑ, respectively. (Reproduced with permission from ref

erence 39. Copyright 1979 American Institute of Physics.) 

were d irected at a si l icon film. X e n o n dif luoride was used because it afforded 
a method of deposit ing fluorine atoms onto the si l icon surface. Measurement 
of the si l icon etch rate as a function of X e F 2 or A r + exposure al lowed a 
comparison of chemical and physical etch processes. W h e n only X e F 2 con
tacted the si l icon surface, a smal l (~5 A / m i n ) pure ly chemical etch reaction 
was observed. L i k e w i s e , w h e n A r + impinged on the surface, pure sputtering 
(~2 Â/min) was noted. H o w e v e r , w h e n the beams were simultaneously 
d irected at the si l icon surface, a relatively large etch rate (~55 A / m i n ) was 
observed; the measured rate was approximately an order of magnitude 
greater than the sum of the chemical and physical components. Therefore, 
synergistic effects due to ion bombardment are crucial to this chemical etch 
process. H o w e v e r , the exact nature of these effects is at present not w e l l 
understood. Regardless of the precise cause, part ic le -bombardment- induced 
chemistry clearly results i n direct ional etching by promot ing higher etch 
rates i n the vert ical d irect ion (where ions strike) compared w i t h the lateral 
d irect ion. 

Synergistic phenomena similar to those described for etching are ex
pected d u r i n g film formation processes. I n particular, the creation of ad 
sorption and nucleation sites, along w i t h the promot ion of chemical reactions 
and the dissociation of adsorbed species because of particle bombardment , 
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8. HESS & GRAVES Plasma-Enhanced Etching and Deposition 389 

should be prevalent w i t h particle energies above 20 eV. However , the various 
effects of i on bombardment (Figure 3) on the pr imary processes occurr ing 
dur ing growth are extremely difficult to separate (32). F u r t h e r m o r e , although 
the basic plasma chemistry , physics, and synergistic effects for both etching 
and deposit ion are analogous, P E C V D introduces one addit ional c o m p l i 
cation: F i l m bond ing configurations must be control led i f films w i t h specified 
and reproducible properties are to be formed. 

T h e previous discussions indicate that a fundamental understanding of 
gas-phase plasma chemistry and physics, along w i t h surface chemistry m o d 
if ied by radiation effects, is needed i n order to define film etch and growth 
mechanisms. These phenomena ult imately establish etch rates and profiles, 
as w e l l as film deposit ion rates and properties. T h e complex interactions 
invo lved i n P E C V D are out l ined i n F i g u r e 5 (14, 40). I f the basic or mic ro 
scopic plasma parameters (neutral-species, i on , and electron densities; e lec
tron energy d istr ibut ion ; and residence time) can be control led, the gas-
phase chemistry can be defined. M a n y macroscopic plasma variables (gas 
flow, discharge gas, p u m p i n g speed, r f power, frequency, etc.) can be 
changed to alter the basic plasma conditions. However , the precise manner 
i n w h i c h a change i n any of these variables affects basic plasma parameters 
is current ly unknown. 

The variation of a macroscopic variable usually results i n a change i n 
two or more basic gas-phase parameters, as w e l l as surface potential , particle 
flux, and surface temperature. F o r instance, r f power determines the current 
and voltage between the electrodes i n a parallel-plate plasma reactor. Vary ing 
the r f frequency changes the n u m b e r and energy of ions (because of mobi l i ty 
considerations) that can follow the alternating field; thus, bombardment flux 
and energy are affected. T h e gas flow rate, the p u m p speed, and the pressure 
are interrelated, and two ways of changing the gas pressure can be e n v i 
sioned. The gas flow rate can be var ied at constant p u m p speed, or the 
p u m p speed can be var ied (by thrott l ing the pump) at constant gas flow rate. 
These two methods of pressure variation y i e ld different residence times for 
the chemical species i n the reactor, so that the precise chemistry is altered. 

T h e particular reactant gas and the surface temperature (not necessarily 
equal to the electrode temperature) are cr it ical parameters because of the 
dependence of the process on the type and concentration of reactive species 
and because of the observation that most deposit ion and etching processes 
follow an Arrhen ius rate expression. Elec trode and chamber materials can 
alter the chemistry occurr ing i n glow discharges because of chemical reac
tions (adsorption, recombinat ion, etc.) on or w i t h the surfaces. E lec t rode 
potential and reactor configuration (equation 1) determine the energy of ions 
and electrons that strike the surfaces i n contact w i t h the discharge. Synergism 
between these numerous processes results i n specific film growth (and etch) 
mechanisms. U l t imate ly , these factors establish film composit ion, bond ing 
structure, and thus film properties. 
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390 MICROELECTRONICS PROCESSING: CHEMICAL ENGINEERING ASPECTS 

Kinetics parameters 

- G a s flow 

-Nature of gas 

-Pumping speed 

Electrical parameters 

- Power 

- Frequency 

- Geometrical factors 

Bas ic plosmo parameters 

-Electron ion densities and fluxes 
-Neutral density 
-Res idence time 

ion energy 

Nature of 
chemical species. 

Growth kinetics 

and mechanisms 

/ substrate 

i Temperature 

Plasma-surface interactions 

Basic plasma parameters 
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- Nature of surface 

- Material 
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Figure 5. Interaction complexity of homogeneous and heterogeneous plasma 
processes that determine film properties in PECVD. (Reproduced with per
mission from reference 14. Copyright 1985 The Electrochemical Society, Inc.) 
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8. HESS & GRAVES Plasma-Enhanced Etching and Deposition 391 

Radiation Damage. T h e particle bombardment that occurs d u r i n g 
plasma-enhanced film etching and deposit ion is responsible for etch d irec 
tionality and for the alteration of film properties. However , i f the particle 
(primari ly ion) energies or fluxes are sufficiently h igh , damage can be created 
i n existing films or substrates. T h e displacement of atoms generates vacan
cies, interstitials, dislocation loops, and stacking faults. E v e n at re lat ively 
low bombardment energies, incorporation of l ight ions can occur, w h i c h 
results i n crystal damage. 

Considerable efforts have been expended recently to characterize the 
damage incurred d u r i n g plasma-enhanced etching (41-44). These studies 
indicate that dislocation loops and i m p u r i t y incorporation i n substrate m a 
terials and films exposed to the plasma are prevalent. F u r t h e r m o r e , the 
damage can extend to more than 30 n m into substrates even at fairly l ow 
ion energies (~ 450 eV). A n example of these effects for the case of C F 4 - H 2 

etching of S i 0 2 on a si l icon substrate is shown i n F igure 6, for w h i c h X - r a y 
photoelectron spectroscopy (XPS) , hydrogen depth prof i l ing, and Ruther ford 

PERFECT Si CRYSTAL 

Figure 6. Schematic diagram of changes in silicon near-surface region caused 
by CF4-H2 reactive-ion etching. (Reproduced with permission from reference 

43. Copyright 1985 The Electrochemical Society, Inc.) 
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392 MICROELECTRONICS PROCESSING: CHEMICAL ENGINEERING ASPECTS 

back-scattering spectrometry (RBS) were used to characterize the carbona
ceous residue and si l icon surface region (43). Such damage degrades material 
properties and alters the characteristics of fabricated devices. In addit ion, 
charge formation and accumulation i n insulators subjected to radiation d u r i n g 
plasma etching can lower the dielectr ic breakdown strength of device struc
tures (44). 

F e w studies have been reported that address radiation damage i n 
P E C V D processes. Recent work comparing sputter deposit ion and P E C V D 
for die lectr ic f i lm deposit ion indicates that structural damage is m i n i m a l i n 
P E C V D , although substrate damage is noted for sputtered coatings (45). 
These differences are probably due to lower ion energies result ing from the 
higher pressures and lower power densities used i n P E C V D compared w i t h 
sputter deposit ion. A l so , substrate temperatures above 200 °C are generally 
used in P E C V D , so that any damage incurred may be annealed d u r i n g 
deposit ion. F i n a l l y , i n plasma etching, the under ly ing f i lm or substrate is 
exposed to the discharge at the end of the etch cycle. W i t h P E C V D , u n 
der ly ing surfaces are only brief ly exposed at the start of the deposit ion cycle. 

Plasma Reactors 

L i k e C V D units , plasma etching and deposit ion systems are s imply chemical 
reactors. Therefore, flow rates and flow patterns of reactant vapors, along 
w i t h substrate or f i lm temperature, must be precisely control led to achieve 
uni form etching and deposit ion. T h e predict ion of etch and deposit ion rates 
and uni formity require a detai led understanding of thermodynamics , k inet 
ics, fluid flow, and mass-transport phenomena for the appropriate reactions 
and reactor designs. 

F o r the most part, plasma-enhanced etching and deposit ion are per 
formed i n four basic reactor types (Figure 7; 2, 46). E a c h reactor has several 
basic components: a vacuum chamber and p u m p i n g system to maintain 
reduced pressures, a power supply to create the discharge, and gas- or vapor-
handl ing capabilities to meter and control the flow of reactants and products. 

Barrel Reactor. Chronological ly , the first and st i l l the simplest e tch
ing system is the barre l reactor. This configuration generally uses a cy l indr i ca l 
chamber w i t h r f power appl ied to external coils or external electrodes. S u b 
strates are placed i n a holder or "boat" w i t h i n the chamber. To improve 
temperature uni formity along the length of the holder and to m i n i m i z e 
particle bombardment of substrates, a perforated cy l indr ica l "e tch t u n n e l " 
is often inserted i n the reactor. This metal cy l inder acts as a Faraday cage 
and confines the glow region to the annulus between the etch tunne l and 
the chamber wa l l . Substrates are thereby shielded from the plasma and are 
subjected to l i t t le , i f any, ion or electron bombardment . H o w e v e r , neutral 
species diffuse through the perforations and reach film surfaces. In this case, 
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Figure 7. Configuration for plasma etch and deposition reactors, (a) parallel-
plate or surface-loaded design with wafers positioned horizontally; (b) parallel-
plate design with vertical electrodes with a furnace tube; (c) external coupling, 
downstream; (d) external coupling, (a: Reproduced from reference 2. Copyright 
1983 American Chemical Society, b-d: Reproduced with permission from ref

erence 46. Copyright 1983 American Society for Testing and Materials.) 

the etch reaction is almost pure ly chemical (like l i q u i d etching) and results 
i n an isotropic etch profi le. Therefore, barre l systems are usually used for 
resist s tr ipping or i n noncrit ical etching steps where undercutt ing can be 
tolerated. 

P l a n a r o r P a r a l l e l - P l a t e R e a c t o r . Because very-large-scale inte 
gration (VLSI ) demands nearly vert ical etch profiles, planar or parallel-plate 
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394 MICROELECTRONICS PROCESSING: CHEMICAL ENGINEERING ASPECTS 

reactors are favored for many etch processes. In this configuration (Figure 
7a), w h i c h is s imilar to that used i n r f sputtering, the substrates l ie on an 
electrode w i t h i n the plasma. T h e substrates are subjected to energetic ra 
diation that imparts both physical and chemical components to the etch (or 
deposition) process. T h e physical component can induce direct ional ity d u r 
ing film etching and can alter the properties of the deposited film by pro 
mot ing surface reaction steps. 

In P E C V D , substrates are placed on the grounded electrode, and the 
opposite electrode is powered . E t c h i n g that is per formed i n this mode is 
generally cal led plasma etching. H o w e v e r , w h e n substrates are posit ioned 
on the powered electrode for etching purposes, a reactive- ion-etching (RIE) 
or reactive-sputter-etching configuration results (38, 47, 48). T h e R I E 
arrangement generally causes the wafers to be subjected to h igher energy 
ion bombardment than does the plasma-etching mode because of the poten
tials established on the grounded electrode versus the powered electrode 
(see Physica l and E l e c t r i c a l Characteristics of r f G l o w Discharges). A n o t h e r 
reason for h igher energy ions i n R I E is the lower operating pressure. 
N o exact pressure demarcation exists; however , R I E is typical ly carr ied 
out at pressures be low 13 P a , whereas plasma etching is per formed at 
higher pressures. 

W h e n parallel-plate reactors are used for P E C V D , substrates can 
be posit ioned horizontal ly or vert ical ly (Figure 7b). T h e vert ical posit ion is 
often used to enhance throughput. P E C V D processes are usually per 
formed at electrode temperatures be low 400 °C. I f h igher temperatures 
are desired (e.g., for epitaxial deposition), induct ive coupl ing using exter
nal coils is often invoked to e l iminate problems of film contamination 
arising from the electrode material . I n this approach, the substrates 
may be posit ioned outside of (Figure 7c) or w i t h i n (Figure 7d) the plasma 
vo lume. 

The "downstream" configuration (Figure 7c) is particularly interest ing 
because of its flexibility i n control l ing or modi fy ing the specific chemistry 
that occurs (49, 50). A l l feed gases can be passed through the discharge, and 
the fragments can be al lowed to react at the heated (or cooled) substrate 
surface. Al ternat ive ly , one (or more) of the reactants (or diluents) can be 
excited or dissociated b y the plasma, and the reactive fragments can be 
brought into contact w i t h other reactant molecules at the substrate surface. 
In this way, specific chemical bonds can be broken or specific molecules can 
be excited, and improved discr iminat ion may result i n the reaction chemistry 
and thus i n the film-bonding structure. 

F i n a l l y , downstream configurations are also used for etching processes. 
In these applications, problems of temperature control and radiation damage 
(bond breaking because of radiation impingement on sol id surfaces) are m i n 
i m i z e d or e l iminated . To enhance the etch rate, microwave radiation has 
been used to generate long- l ived chemical species that are then transported 
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8. HESS & GRAVES Plasma-Enhanced Etching and Deposition 395 

to the wafers (51, 52). Such approaches often permit independent control 
of i on flux and energy to etching surfaces. 

Modeling Plasma Processes 

Modeling Requirements. To understand plasma processes i n a sys
tematic and comprehensive way, a mathematical mode l is useful. Because 
of the enormous complexity of chemical ly reacting plasmas, the relationships 
between different physical and chemical processes i n the discharge are dif
ficult to quantify and , sometimes, even to identify. To date, only a few 
pre l iminary attempts to mode l discharges i n any detai l have been made. 
E v e n for chemical ly inert gases, few efforts have been made to mode l the 
complete discharge (sheath-and-glow) region. M u c h of the mode l ing work 
has addressed the positive c o lumn of a direct -current (dc) discharge i n a 
cy l indr ica l tube. T h e positive c o lumn has received more attention because 
of its importance i n gas discharge l ight ing and gas discharge lasers and also, 
undoubtedly , because of the relative s impl ic i ty of the analysis for this region. 
U n d e r the proper conditions, the properties of the positive c o lumn vary 
only sl ightly i n the axial d irect ion , and therefore, discharge properties are 
assumed to vary only i n the radial d irect ion . A comprehensive rev iew of the 
state of the art i n mode l ing the positive c o lumn is available (53). 

Discharge Behavior. A chemical reactor model of discharge behavior 
must take into account both discharge physics and discharge chemistry. 
Discharge physics includes the charged-particle densities and energies 
and the electric field strength. These quantities are important i n creating 
chemical ly active radicals (pr imari ly through electron-impact dissociation 
of reactants) and i n inf luencing surface reactions (mainly through i on 
bombardment) . Discharge chemistry includes gas-phase and surface reac
tions between ion and neutral species, as w e l l as the transport of these 
species by convection and diffusion. Plasma reactors are generally not i s 
othermal , although temperature gradients i n plasma reactors are relatively 
small compared w i t h those i n C V D . As a result , an energy balance must be 
solved i n order to determine the temperatures i n the system. 

T h e physical structure of a discharge is complicated by the fact that the 
discharge is far from local thermodynamic e q u i l i b r i u m ( L T E ) . T h e existence 
of L T E impl ies that a l l species at a given point i n space and t ime have the 
same temperature. Indeed , the term " temperature" has no meaning i n the 
absence of L T E . I n discharges of interest i n plasma processing, charged 
species (electrons and ions) are i n general at elevated energies compared 
w i t h the energy of neutral species because of the electric field. Usual ly , ions 
are near the neutral gas temperature, but electrons have a m u c h higher 
mean energy, because most collisions between charged and neutral species 
are elastic (i.e., there is no change i n internal energy; only kinet ic energy 
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is exchanged between particles). T h e fraction of energy exchanged i n an 
elastic col l is ion is a function of the relative masses of co l l id ing particles. F o r 
particles o f s imi lar mass, k inet ic energy is exchanged readi ly (e.g., one 
b i l l i a rd bal l can lose a l l o f its m o m e n t u m to another i n a collision). H o w e v e r , 
a small partic le loses only a small fraction of its k inet ic energy w h e n co l l id ing 
w i t h a m u c h heavier partic le . T h e fraction of k inet ic energy transferred is 
proport ional to twice the smaller mass d i v i d e d by the sum of the smal l and 
large masses. H o w e v e r , i f the relative energy of co l l id ing particles is suffi
c ient ly h igh , then inelastic collisions can occur. These processes have been 
descr ibed i n the list on page 384. 

Solutions to the Boltzmann Equation for Discharges. I n conventional 
chemical ly reacting systems, a l l species are assumed to have the same dis 
t r ibut ion of energies, namely the we l l -known M a x w e l l - B o l t z m a n n d i s t r i 
but ion . This assumption is incorrect for discharges at l ow pressure because 
of the large deviation from L T E . Because the rates of important elec
t r o n - n e u t r a l species inelastic col l is ion processes such as molecular dissocia
t ion depend on the form of the electron energy d istr ibut ion function rather 
than on mean energy (equation 3), such assumptions can create serious 
problems i n the mode l ing of discharges. T h e calculation of the d istr ibut ion 
function for electrons and ions is not a s imple task, part icularly under the 
extreme conditions of a discharge. T h e normal procedure for obtaining the 
electron velocity d istr ibut ion function i n a weakly i on ized gas is to solve the 
Bo l tzmann equation (15, 54-56) : 

where / is the velocity d is tr ibut ion function, t is t ime , χ is posit ion, ν is 
velocity, Ε is the electric field, e is the charge on the electron, and m is 
electron mass. Equat i on 4 gives the rate at w h i c h the distr ibut ion function 
changes because of coll isions. 

T h e Bo l t zmann equation works reasonably w e l l w h e n electrons col l ide 
mainly w i t h neutral species. E l e c t r o n - e l e c t r o n or e l e c t ron - i on collisions 
involve coulombic interactions that have a longer range than that of e lec
t r o n - n e u t r a l species interactions. Coulombic - interact ion potentials vary i n 
versely w i t h separation, but e l ec t ron -neutra l species interaction potentials 
vary inversely w i t h the fifth or sixth power of separation. 

Mos t of the work i n solving the Bo l t zmann equation for electrons has 
been for the relatively s imple conditions of electron swarm experiments. I n 
these experiments, electrons are released from a cathode i n l ow concentra
tions and drift under the influence of a uni form appl ied electric field i n a 
low-pressure gas towards an anode at w h i c h the electrons are col lected. I f 

collisions 
(4) 
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8. HESS & GRAVES Plasma-Enhanced Etching and Deposition 397 

the electrons are released as a pulse, then the time for electrons to drift to 
the anode is a measure of electron mobility. If the radial and axial spreads 
of the electron pulse can be measured at the anode (with a radially segmented 
electrode, for example), then a measure of the electron longitudinal and 
transverse (with respect to the direction of drift) diffusivities can be obtained. 
Further, if electrons are created through ionization or lost through electron 
attachment, then rate coefficients for these processes can be determined. 
Such experiments provide rate and transport coefficients but not collision 
cross sections. 

To deduce cross sections, the following iterative process is used. A trial 
set of cross sections is chosen, the Boltzmann equation is solved numerically, 
and the corresponding rate and transport coefficients are calculated. If the 
measured and predicted coefficients fail to agree, a revised set of cross 
sections is chosen, and the process is repeated until satisfactory agreement 
is reached. 

A great deal of research has gone into improving the procedures for 
solving tie Boltzmann equation (57) in die context of electron swarm ex
periments. Radier than attempt to review this large area, suffice it to say 
that a considerable amount of work will be necessary to adapt these ap
proaches to conditions in actual discharges. For example, spatial variations, 
which are neglected or minimized in swarm analyses, are of considerable 
importance in discharges. In addition, solving for ion characteristics will 
generally require approaches that are different from those taken for electrons, 
because ion velocity distribution functions are characterized by large ani
sotropics in velocity space. Net ion velocity tends to be the same order of 
magnitude as random ion velocity, a feet that has implications for the tech
niques used to solve the Boltzmann equation. The most common approach 
for ions is to solve for velocity moments directly rather than for tie distri
bution function. 

An alternative to solving tie Boltzmann equation directly is the use of 
particle simulation techniques, sometimes referred to as Monte Carlo meth
ods (58, 59). Major difficulties with the Monte Carlo approach include self-
consistency, inclusion of ions, and extension to two spatial dimensions. How
ever, these difficulties are probably not insurmountable, and the Monte Carlo 
approach may well turn out to be a very powerful tool for discharge analysis. 

Fluid Model of Discharges. An important question is whether it makes 
sense to attempt to solve for distribution fonctions or moments in the absence 
of a commensurate accuracy in the treatment of neutral-species chemistry. 
As already stated, modeling of the chemically reacting plasma requires so
lutions to the bulk gas momentum and energy balance equations and con
tinuity equations for each reacting neutral species. Surface chemistry is 
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398 MICROELECTRONICS PROCESSING: CHEMICAL ENGINEERING ASPECTS 

incorporated through boundary conditions on species cont inuity equations, 
w h i c h is analogous to the approach used for thermal C V D (60, 61). 

As an alternative to the massive computational effort i n coupl ing B o l t z -
mann or moment equations for each charged species to C V D equations, it 
may make sense to assume a velocity d is tr ibut ion function for charged species 
and deal w i t h mean energies. Th is technique is sometimes referred to as a 
" f l u i d " approach, because charged species are treated as i f they formed a 
continuous fluid. In this approach, charged species are treated i n nearly the 
same way as neutral species, except that m o m e n t u m and energy balance 
equations are solved for each species. Str ict ly speaking, this treatment is 
not correct, because a mean energy does not unique ly determine the value 
of a rate or transport coefficient. However , this approach is a useful ap
proximation. T h e major advantage of this approach is that it is m u c h less 
expensive computationally than solving the Bo l tzmann equation for each 
charged species i n two velocity dimensions, one or two spatial d imensions, 
and t ime. Probably the major disadvantage of the fluid approach is that 
charged particles may not always behave l ike a continuous fluid, for example, 
i n high- f ie ld sheath regions or where electrons and ions act more l ike d irected 
beams rather than fluids. 

Another point i n favor of the s impler , but less accurate, fluid approach 
is that discharge diagnostics are st i l l quite pr imi t ive . In studies of e lectron 
and ion swarms, experimentalists routinely measure mobil it ies and diffusiv-
ities w i t h a prec is ion i n the order of a few percent. A sophisticated mode l 
must be used to proper ly interpret such experiments. H o w e v e r , for d is 
charges, even relative concentration profiles for a few of the dozens of i m 
portant neutral and charged species are difficult to attain. Thus , an overly 
complex and expensive mode l is probably inappropriate, and the fluid m o d e l 
is a good compromise at present. 

Validation of Models. A n important goal i n establishing the val id i ty of 
large-scale models of reacting plasmas is to demonstrate agreement between 
predicted and experimental ly measured quantities. This effort has barely 
begun for plasma processing. Ideal ly , a l l fundamental quantities predic ted 
i n equations descr ib ing discharge physics and chemistry must be measured. 
E l e c t r o n and ion densities, net velocity and energy profiles, and the electric 
field strength profile are a l l predic ted b y the discharge physics mode l , and 
measurement of these quantities as a function of position and t ime is he lpful . 
F o r discharge chemistry models , important variables inc lude neutral-species 
densities, fluid velocity and temperature profiles, and rates of reaction at 
surfaces. M a n y of these quantities are difficult to measure, part icularly under 
realistic etch or deposit ion conditions. 

Some of the most powerful tools for i n situ discharge diagnostics are 
optical (62). P lasma- induced emission spectroscopy, laser- induced fluores
cence, laser absorption, and laser optogalvanic spectroscopy have a l l been 
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8. HESS & GRAVES Plasma-Enhanced Etching and Deposition 399 

recently appl ied i n discharge diagnostics. Considerable work remains i n the 
development of these tools so that systematic and comprehensive meas
urements can be compared w i t h mode l predictions. 

Plasma Processes versus Combustion. To mode l discharge chemistry , 
detai led mechanisms and rate coefficients for a l l e lementary reactions are 
required . This requirement represents a large amount of information even 
for s imple systems. B y analogy, for the combust ion of hydrogen, a typical 
model w o u l d inc lude eight species ( H 2 , 0 2 , H 2 0 , O , O H , H , H 0 2 , and 
H 2 0 2 ) and about 20 e lementary reactions. Th is case is probably the simplest 
nontr iv ia l combustion prob lem. Computat ional ly , the major expense is i n 
the n u m b e r of species, because a continuity equation for each species must 
be solved. As the complexity of the set of reactants increases, the n u m b e r 
of intermediate reactants and elementary reactions increases, and the com
putational costs rise correspondingly. The inclusion of a l l important species 
is not always clear, and values for rate coefficient parameters can be difficult 
to obtain. I n particular, the measurement of reaction rates is not easy w h e n 
intermediate radical species are invo lved . Intermediate species are not stable 
and w i l l sooner or later react to form other species. Sampl ing of these species 
is difficult, and estimates of rate coefficients can vary wide ly . 

Combust i on mode l ing is a good paradigm for plasma process mode l ing 
because the goals and problems invo lved are similar. F o r both , interest is 
i n pred ic t ing the detai led chemistry of many different reactive species. B o t h 
gas-phase and surface reactions are important , and physical processes must 
be inc luded i n models. F o r combustion, chemistry interacts strongly w i t h 
fluid mechanics and heat transfer. O n e area of combustion research that the 
plasma analyst, thankfully, can ignore is the study of turbulent reacting flows. 
A t the low pressures encountered i n plasma systems, flows are v ir tual ly 
always laminar. T h e plasma modeler has many other unique difficulties, 
however, inc lud ing the possibi l ity that at sufficiently l ow pressures (i.e., 
<6 .7 Pa), the system may no longer be treated as a cont inuum, because 
mean free paths can be i n the same order as reactor dimensions. 

A perspective on the status and prospects of detai led plasma mode l ing 
may be gained by examining the present situation i n combustion mode l ing 
(63). C u r r e n t l y , the only fuels that can be mode led w i t h real confidence are 
pure hydrocarbons (no nitrogen or sulfur) that have at most two carbon 
atoms. W h e n particulates form d u r i n g combustion or w h e n combust ion oc
curs at solid surfaces, confidence i n the mode l drops substantially. T h e 
presence of trace species such as nitrogen and sulfur complicates matters 
further. This state of relative ignorance i n combustion is particularly str iking 
because combust ion chemistry has been studied fairly intensely for decades. 
In contrast, the present status of plasma chemistry research indicates that 
only the first s tumbl ing steps have been taken; a great deal of work is yet 
to be done. T h e plasma-process-modeling communi ty can, however, take 

Pu
bl

is
he

d 
on

 M
ay

 5
, 1

98
9 

on
 h

ttp
://

pu
bs

.a
cs

.o
rg

 | 
do

i: 
10

.1
02

1/
ba

-1
98

9-
02

21
.c

h0
08



400 MICROELECTRONICS PROCESSING: C H E M I C A L ENGINEERING ASPECTS 

advantage o f progress made in re lated areas such as combustion a n d CVD 
b y initially adopting approaches and techniques that have proved successful. 

System of Model Equations. Because of die tremendous complexity 
of the processes involved in plasma chemical reactors, the number of possible 
sets o f model equations is large. In the following treatment, one set o f 
equations is presented, bu t this set is by no means exhaustive. 

Qualitatively, to model the chemically reacting plasma, neutral-species 
chemistry and transport and the electrical o r plasma physics aspects o f the 
discharge must be considered. The chemical and physical properties i n 
cluded in the model of the discharge must at least reflect the current u n 
derstanding of the most important processes. The conventional view o f 
discharge behavior has been described previously, but will now be reviewed 
briefly to set the stage for equation formulation. 

Current Understanding of Discharge Behavior. Electron-impact dis
sociation of neutral reactant molecules creates highly chemically reactive 
radicals that can react further in the gas phase and diffuse and convect to 
surfaces where they react to form or etch films. The surface chemistry is 
substantially influenced by the action of ions bombarding the surface. To 
model the chemistry of neutral reactants, a continuity equation for each 
chemically important species must be solved. These continuity equations 
must include important transport terms (convection of bulk gas and diffusion) 
and creation-and-loss terms (electron-impact creation or loss and neutral 
species-neutral species gas-phase reactions). To account for bulk gas con
vection, equations for bulk gas momentum and overall mass continuity must 
be solved. In addition, because surfaces in plasma deposition reactors are 
often heated to temperatures of 300 °C or higher and because both gas-
phase chemistry and gas density depend on temperature, an energy balance 
for gas temperature must be solved. In plasma etching systems, surfaces 
may not be heated, and so the energy balance may not be required. This 
set of equations—continuity for each species, momentum, mass, and en
ergy—are generally required for any reacting flow. 

Often, to simplify the analysis, the gas is assumed to be well mixed or 
to flow as a plug with no diffusion. In the well-mixed system, no gradients 
exist, and the set of coupled partial differential equations becomes sets of 
coupled algebraic equations, which is an enormous simplification. In general, 
however, spatial variations must be considered. 

Formulation of Equations. Discharge structure influences chemistry 
primarily through electron-impact dissociation and surface ion bombard
ment. To predict the rate of electron-impact dissociation, local electron 
number density and energy must be known. These quantities are obtained 
from equations for electron continuity and electron energy, respectively. 
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8. HESS & GRAVES Plasma-Enhanced Etching and Deposition 401 

Ion bombardment rate is de termined from ion m o m e n t u m or cont inuity 
equations, depending upon assumptions made i n the model . To solve equa
tions for i on and electron m o m e n t u m and energy balances, the electric field 
profile must be known . This profi le is obtained from the governing M a x w e l l 
equation, w h i c h is usually Poisson's equation. 

Discharges of interest i n plasma processing are usually sustained through 
the application of radio frequency power to an electrode i n the reactor. I n 
this case, a grounded counter electrode is present i n the discharge or the 
entire chamber w a l l serves as the grounded electrode. Voltages and currents 
at the powered electrode vary w i t h t ime , and therefore, quantities i n the 
discharge such as electron density and energy also vary w i t h t ime . Thus , 
equations for discharge structure must , i n general , inc lude terms for the 
rate of change of quantities w i t h t ime , i n addit ion to terms for spatial v a r i 
ations. H o w e v e r , because neutral species respond on a t ime scale that is 
m u c h longer than the t ime scale for charged species, equations descr ib ing 
neutral species do not usually require t ime derivatives. 

Equations for Neutral Species. T h e balanced equations for neutral 
species can be expressed i n the fo l lowing form: 

V-(vns + Js) = Σ rf (5) 

where ν is the gas velocity, ns is the mass density of species s, J s is the 
difiusion flux of species s, and rj is the net rate of creation of species s i n 
reaction j. A sum is made over a l l such reactions. Gas velocity is obtained 
from the m o m e n t u m balance (see equation 7), and reaction rates rj are i n 
general functions o f the concentrations of other species and gas temperature , 
w h i c h are obtained from the energy balance (see equation 8). C o u p l i n g to 
gas discharge equations occurs pr imar i l y i n equation 5 through the role o f 
electron-impact reaction-and-loss terms. I n addit ion , boundary conditions 
for species cont inuity equations w i l l inc lude terms for ion-bombardment -
enhanced chemical reactions. T h e equation for total mass cont inuity is 

V · (pv) = 0 (6) 

where ρ is the total gas mass density. T h e gas m o m e n t u m balance equation 
can be expressed as 

V · (pvv) = - V p - V · τ + pg (7) 

where ρ is gas pressure, τ is the viscous stress tensor, and g is the gravitational 
force. O n e form of the energy balance is presented i n equation 8 

V - [(pC7 + p)v - KVT] = 0 (8) 
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where U is the internal energy of the gas, Κ is thermal conduct ivity , and Γ 
is temperature. E q u a t i o n 8 impl i c i t l y assumes that gas-phase reactions do 
not contribute significantly to the energy balance either because rates of 
reactions are too low or because the enthalpy of reaction is too low. 

T h e equation of state for the gas is g iven by equation 9, w h i c h relates 
mass density, pressure, molecular weight , and temperature. T h e molecular 
weight , M , is assumed to be a mean quantity, because its value depends 
upon the exact composit ion of the gas. 

ρ = pM/kT (9) 

To be complete , equations 5 - 9 require boundary conditions. T h e basis for 
choosing appropriate boundary conditions is difficult to generalize, partly 
because the choice o f boundary conditions is what differentiates one system 
from another. 

Typica l ly , there are two types of boundaries i n reacting flows. T h e first 
is a sol id surface at w h i c h a reaction may be occurr ing , where the flow 
velocity is usually set to zero (the no-sl ip condition) and where e i ther a 
temperature or a heat flux is specified or a balance between heat generated 
and lost is made. T h e second type of boundary is an inflow or outflow 
boundary. Genera l ly , e i ther the species concentration is specified or the 
Dankwerts boundary condit ion is used w h e r e i n a flux balance is made across 
the inflow boundary (64). T h e gas temperature and gas velocity profile are 
usually specified at an inf low boundary. A t outflow boundaries, choices often 
become more difficult. I f the outflow boundary is far away from the reaction 
zone, the species concentration gradient and temperature gradient i n the 
d irect ion of flow are often assumed to be zero. I n addit ion, the outflow 
boundary condit ion on the m o m e n t u m balance is usually that normal or 
shear stresses are also zero (64). 

Equation for Electric Field Strength. To inc lude electron-impact 
source terms i n cont inuity equations for neutral species and to inc lude the 
effect of i on bombardment on the rate of surface reactions, equations that 
predict electron and ion densities, momentums, and energy profiles are 
required . T h e profiles require an equation for the electric field strength. I n 
general equations for electron and ion continuities (these equations y i e l d 
electron density and ion density, respectively), electron and ion momentums 
(for electron and i on net or d irected velocity), and electron and i on energies 
(for electron and ion random or thermal energy) must be solved. F i n a l l y , 
the electric field profile is obtained from Poisson's equation. 

This set of equations can be s impl i f ied somewhat, depending on d is 
charge operating conditions and on the nature of the discharge gas. F o r 
example, i n the fo l lowing equations, electron and ion motions are assumed 
to be col l isionally dominated so electron and ion m o m e n t u m balance equa-
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8. HESS & GRAVES Plasma-Enhanced Etching and Deposition 403 

tions can be s impl i f ied . In addit ion , the positive ions are assumed to exchange 
energy rapidly i n elastic collisions and are therefore at the bu lk , neutral gas 
temperature. This assumption eliminates the need for an ion energy balance. 
T h e fo l lowing equations neglect negative ions, and the gas considered is 
assumed to be electropositive. Th i s restriction can be easily general ized to 
inc lude negative ions by incorporating equations for negative ion cont inuity 
and m o m e n t u m . 

Electron Continuity Equation. The electron continuity equation is 

dnjdt + V · j e = Σ rJ (10) 

where n e is the electron density and j e is the electron flux (see equation 14). 
The right side represents the sum of a l l processes that create electrons 
through ionizat ion, p r imar i l y electron-impact ionization of ground-state m o l 
ecules. F o r electron-impact processes, the rate is l inearly dependent on 
electron density and the neutral col l is ion partner (equation 2) and usually 
exponentially dependent on electron temperature. The continuity equation 
for a l l other charged species w i l l have a s imilar form, as shown by the 
continuity equation for positive ions: 

dnjdt + V · j + = Σ η (11) 

where η + is the posit ive- ion density and j + is the posit ive- ion flux. T h e right 
side represents the sum of a l l processes that create positive ions through 
ionization. 

In ionization processes, a positive ion is created every t ime an electron 
is created, and the net rate of creation of positive ions equals that of electrons. 
T h e equation for mean electron energy (referred to as electron temperature) 
is 

d(3/2nekTe)/àt + V · q e + j e · eE + Σ Η,τ, = 0 (12) 

where 3 /2 nekTe is the mean electron random or thermal energy, q e is the 
electron energy flux (see equation 16), j e is the electron flux, e is the charge 
on the electron, Ε is the electric field strength, and Hj is the energy lost i n 
inelastic e lec t ron-molecu le collisions. T h e i n equation 12 is the rate of 
al l inelastic collisions experienced by electrons. Mos t of the electron energy 
is lost v ia these coll isions. E q u a t i o n 12 is coupled to equations 10 and 11 
through the dependence of rj on mean electron energy. 

Electric Field Profile and Electron Energy Flux. T h e equation that 
determines the electric field profile through the reactor is Poisson's equation: 

V · Ε = e/e0(n+ - n e) (13) 
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404 MICROELECTRONICS PROCESSING: CHEMICAL ENGINEERING ASPECTS 

In equation 13, e0 is the permit t iv i ty of free space. Poisson's equation is the 
governing M a x w e l l equation, and use of this equation is just i f ied by the fact 
that the wavelength of the radio frequency field is large compared w i t h 
discharge dimensions. I f this situation were not true (as i n the case of m i 
crowave discharges), then the complicat ion of electromagnetic wave prop 
agation i n the discharge has to be treated. T h e electron and ion m o m e n t u m 
balance equations are s impl i f ied by the assumption that charged-particle 
mot ion is dominated by collisions. In this case, m o m e n t u m balance equations 
for electrons and ions reduce to the fol lowing: 

j e = - D e V n e - μ 6 η 6 Ε (14) 

j+ = - D + V n + + μ + η + Ε (15) 

B o t h equations 14 and 15 contain a diffusion t e r m , D , for diffusivity and a 
drift t e r m , μ, for mobi l i ty . F o r positive ions, the diffusion term is nearly 
always negligible compared w i t h the drift t e r m , but both terms are retained 
for reasons that have to do w i t h numer ica l stability. 

F i n a l l y , the expression for electron energy flux is g iven by 

q e = - ( 5 / 2 n e D e ) ? T e + 5/2n eJfcT ej e (16) 

where the first t e rm on the right side of the equation accounts for electron 
random motion (thermal conduction) and the second te rm accounts for e n 
ergy transported by electron-directed mot ion . 

Boundary Conditions. To complete the set of equations for the d is 
charge physical structure, boundary conditions are needed. O n e possible 
set of boundary conditions is presented i n Table II . 

Boundary conditions for electron density, i on density, and electron e n 
ergy are al l " f lux" boundary conditions, w h e r e i n an expression is g iven for 
the flux of the quantity over w h i c h the balance is made. T h e net flux of 
electrons to the surface (assumed to be conducting) is the difference between 
the rate of recombination and the rate of creation through secondary electron 

Table II. Boundary Conditions for Fluid Equations 
Boundary Condition Physical Significance 
η · je = nv(kTJ2Tïme)w - yn · j + Electron flux balance0 

η · j+ = μ+η+ Ε · η Ion flux balance 
V = Vd t. + V r f sin (2irof) Voltage boundary value 
η · q e = n e (kTJ2iTme)w (3/2*Te) Electron energy flux balance 

- 7 n « j + (3/2*Τ«) 
F(x, t) = F(x, fp) Periodicity conditions on all solutions 
'The electron flux balance is equal to rate of recombination - rate of emission. 
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8. H E S S & GRAVES Plasma-Enhanced Etching and Deposition 405 

emission. The boundary condition for positive ions is that the flux is due 
only to drift motion. The flux of electron energy is assumed to result from 
a balance between energy lost through recombination and energy gained 
through secondary emission. This boundary condition is subject to criticism, 
because effects due to the work function for the surface and energy of im
pinging ions have been neglected. However, preliminary solutions show that 
the important features of the electron energy profile are not strongly affected 
by the simplified form of the boundary condition. 

The boundary condition for Poisson's equation is to specify voltage at 
the conducting surfaces. Some workers have suggested that a more stable 
numerical solution results from a specification of current at the boundary 
rather than voltage. Typically, one electrode is grounded and the other is 
powered. In the model, the grounded electrode is assigned zero voltage, 
and the powered electrode can have a dc bias voltage (as discussed earlier), 
in addition to the rf voltage. In fact, the actual voltage wave form at die 
powered electrode is a consequence of the external circuit, including the 
power supply, matching network, and cables. Simple specification of the 
voltage at the powered electrode is an approximation, but in many cases, 
this approximation can be done with acceptable error. An obvious extension 
would be to solve an equation representing the external circuit at the elec
trode for the voltage. 

The solutions sought in the discharge simulation are time periodic and 
match the normal stable operating conditions in the discharge. Time peri
odicity in die solutions is driven by the time-varying voltage at the powered 
electrode. The time periodicity condition is expressed as 

u(x, t) = u(x, t -h %) (17) 

where u is any function in the simulation, χ is position in die discharge, t 
is time, and tp is the rf period (tp = IIv, where ν is frequency in hertz). 

The numerical solution of the discharge equations and boundary con
ditions can be approached by using either finite-difference or finite-element 
methods to make the spatial derivatives discrete. Hie resulting set of cou
pled, nonlinear ordinary differential equations can be solved by using rel
atively standard methods. Typically, die equations are integrated with 
respect to time until die desired time-periodic solution is obtained. In fact, 
obtaining a numerical solution is by far the most difficult part of the entire 
modeling exercise. The set of coupled, nonlinear partial differential equations 
is stiff, with widely varying temporal and spatial scales in die solution. The 
size and nonhnearity of the set of coupled equations require either a dedi
cated minicomputer or a supercomputer for reasonable solution times. Pre
liminary solutions have been obtained (65) but a great deal of work remains 
before this modeling approach becomes well established. 
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406 MICROELECTRONICS PROCESSING: CHEMICAL ENGINEERING ASPECTS 

O t h e r M o d e l i n g A p p r o a c h e s . T h e mode l ing just out l ined should 
be v i ewed i n the context of previous models of plasma chemical reactors. A 
representative list of models of plasma chemical reactors is presented i n 
Table III (66-84), w i t h br i e f descriptions of the fol lowing characteristics of 
each model : reactor type, chemistry studied, transport mode l for neutral 
species, and treatment of discharge physics. O n e of the reasons for the 
detai led discussion of the discharge fluid equations is that discharge physics 
seems to be the part of plasma chemical reactor models that is the least w e l l 
understood and is probably the major source of mystery concerning reactor 
behavior. O t h e r than the fluid mode l just descr ibed, the only treatment of 
spatially and temporal ly dependent discharge behavior involves the use of 
a (non-self-consistent) M o n t e C a r l o technique (79) to describe electron d y 
namics. 

M o s t of the models assume that neutral-species transport can be rep 
resented w i t h e i ther a we l l -mixed mode l or a p lug flow model . T h e major 
drawback to these assumptions is that important inelastic rate processes such 
as molecular dissociation are usually local ized i n space i n the reactor and 
are often fast compared w i t h rates of diffusion or convection. As a result , 
the spatial variation of fluid flow in the reactor must be accounted for. This 
variation introduces a major complication i n the mode l , because the solution 
of the nonisothermal Nav ie r -S tokes equations i n mult id imens ional geo
metries is expensive and difficult. 

T h e most g laring drawback of most o f the models presented heretofore 
is the lack of proper experimental verif ication. M o d e l predictions must be 
compared w i t h experimental measurements i n order to verify the model . I f 
the mode l assumes that concentration gradients are negl igible , then this 
assumption should be tested. I f the mode l predicts detai led spatial- and 
t ime-dependent profiles, then these profiles must be measured and com
pared w i t h the predictions. O n l y w h e n such comparisons have been made 
and measurements and predictions agree over a wide range of conditions 
can the m o d e l be considered accurate. 

Deta i l ed models of plasma chemical reactors are just beg inning to be 
developed. T h e combination of neutral-species chemistry, hydrodynamics , 
and discharge physics is sufficiently complex that mode l ing lags b e h i n d both 
industr ial practice and even certain diagnostics such as laser spectroscopy 
and molecular-beam mass spectrometry. H o w e v e r , the widespread availa
b i l i ty o f large-scale computers , coupled w i t h an increasing interest i n a 
fundamental understanding of plasma processes, w i l l spur the cont inued 
development of mathematical mode l ing and numer ica l solutions o f mode l 
equations. 

Etching of Thin-Film Materials 

The basic pr inc ip le b e h i n d etching a sol id material w i t h a reactive gas dis 
charge is inherent ly s imple . A gas is chosen that dissociates into reactive 
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8. HESS & GRAVES Plasma-Enhanced Etching and Deposition 407 

species that can form a volatile product w i t h the material to be etched. 
However , a viable etch process must also display reasonable etch rates, good 
selectivity, and direct ional (anisotropic) etching. A l l of these cr i ter ia can be 
met by judic ious choice of reactant gases and plasma conditions. F o r instance, 
because etch rates usually follow an Arrhen ius dependence on substrate 
temperature and because the effective activation energy is material depen
dent, etch rate and , thus, selectivity vary exponentially w i t h temperature. 
Also , i on bombardment generally imparts different degrees of damage to 
various materials; thus, etch selectivity can be altered to tailor a specific 
etch process by changing the ion bombardment energy. 

M o s t isotropic etchants exhibit a loading effect, where in a measurable 
deplet ion of the active etchant results from consumption i n the etch process. 
In these cases, the overal l etch rate depends upon the area of film to be 
etched. U n d e r extreme circumstances, w i t h carbon-based etch gases, etch
ant deplet ion can be so severe that po lymer deposition occurs instead of 
etching. A n analysis (85) of the loading effect, w h i c h has been extended (86) 
to inc lude mul t ip le etchant loading and other etchant loss processes, i n d i 
cates that the etch rate (R) for Ν wafers each of area A is given by 

Ώ ( \ Τ ) — (fceteh/fcloss)G /-io\ 
Ά { ν 1 + (ketdiPNA/k]ossV) ^ ; 

where ketch and k{oss are the rate constants (first order) for etching and etchant 
loss i n an " e m p t y " reactor, respectively; ρ is the n u m b e r density of substrate 
molecules per unit wafer area in the reactor; G is the generation rate of the 
active etchant species; and V is the vo lume of the reactor. This formalism 
indicates that as the number of wafers (or wafer area) increases to a point 
where ketchpNA/khssV » 1, the etch rate 

R(N) = GV/pNA (19) 

varies inversely w i t h the number of wafers. This dependence is characteristic 
of a marked loading effect and shows that loading effects can be control led 
to some extent by using large-volume reactors. F u r t h e r , these effects can 
be e l iminated w h e n homogeneous or heterogeneous etchant loss dominates 
(&ioss > > &etch)- W h e n ion bombardment controls the reaction, equation 18 
is inapplicable , because the etch rate is determined by bombardment flux 
rather than etchant supply. 

O t h e r transport l imitations, such as diffusion-controlled reactions, can 
lead to local ized deplet ion of etchant, w h i c h results i n a n u m b e r of observable 
etch effects. The size and density of features can influence the etch rate at 
different locations on a single wafer and thus produce pattern sensitivity. 
D e p l e t i o n across a wafer produces a bull 's -eye effect, whereas deplet ion 
across a reactor is indicated by the fact that the leading wafer edge etches 
faster than the tra i l ing edge. S imi lar effects are noted w h e n product removal 
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410 MICROELECTRONICS PROCESSING: CHEMICAL ENGINEERING ASPECTS 

is transport l i m i t e d . Pressure and flow interact by determining the residence 
t ime relative to diffusion, convection, and reaction rates. Residence times 
that are short compared w i t h reaction times w i l l reduce diffusion l imitat ions, 
whereas long residence times w i l l enhance them. 

Most of the effects just discussed can be reduced by the judic ious choice 
of pressure and flow rates. H o w e v e r , good or even adequate process control 
requires precise terminat ion of the etch sequence by us ing suitable e n d -
point detection or plasma-diagnostic schemes. Numerous methods have been 
invoked to follow plasma processes either by moni tor ing film thickness i n 
situ or by detect ing changes i n plasma composit ion or impedance. Discuss ion 
of these optical , chemical , e lectrical , or physical techniques and their ap
pl ication to plasma etching (or deposition) is beyond the scope of this chapter; 
however, recent publications cover this important area i n great detai l (2, 
62, 87-89). F i n a l l y , i f process design rather than diagnostics is des ired , 
response surface methodology (statistical design) can be invoked (90, 91). 
This technique permits the determination of a parametric operating w i n d o w 
for a particular complex process w i t h the execution of a m i n i m a l n u m b e r of 
experiments. Unfortunately , no fundamental insight into the effect of specific 
variables on the etch process is generated. 

Etch Models. As has been discussed, an extensive parameter space 
is associated w i t h plasma techniques. Therefore, i f the development of etch 
processes is to proceed efficiently, some means of data assimilation and 
predict ion must be available. Two general schemes have been proposed to 
organize chemica l and physical information on plasma etching. B o t h schemes 
deal pr imar i ly w i t h carbon-containing gases, but w i t h a slight modif ication, 
they can be easily appl ied to other etchants. Conceptual ly , the two models 
are s imilar , although they emphasize different aspects of plasma etching. 

F /C Ratio Model. T h e fluorine-to-carbon ratio ( F / C ) of the active spe
cies can be used (92) to explain the observed etch results (Figure 8). This 
mode l does not consider the specific chemistry occurr ing i n a glow discharge 
but, rather, views the plasma as a ratio of fluorine species to carbon species 
that can react w i t h a si l icon surface. T h e generation or e l iminat ion of the 
active species by various processes or gas additions then modifies the in i t ia l 
F / C ratio of the inlet gas. 

T h e F / C ratio mode l accounts for the fact that for carbon-containing 
gases etching and polymerizat ion occur simultaneously. T h e process that 
dominates depends upon etch gas stoichiometry, reactive-gas additions, 
amount of material to be etched, and electrode potential and upon how these 
factors affect the F / C ratio. F o r instance, as descr ibed i n F i g u r e 8, the F / 
C ratio of the etchant gas determines whether etching or po lymerizat ion is 
favored. I f the pr imary etchant species for si l icon (F atoms) is consumed 
either by a loading effect or by reaction w i t h hydrogen to form H F , the F / 

Pu
bl

is
he

d 
on

 M
ay

 5
, 1

98
9 

on
 h

ttp
://

pu
bs

.a
cs

.o
rg

 | 
do

i: 
10

.1
02

1/
ba

-1
98

9-
02

21
.c

h0
08



8. HESS & GRAVES Plasma-Enhanced Etching and Deposition 411 

Loading 

-200 

ο > 
Φ 
ο 
σ «*~ k. 
3 
ω 
2 -100 
"Ο 
Q) 

a 
CL 
<t 
en 
Ο 

C D 

C 2 F 4 
ΤΓ 

H o addition 
< 

C 4 F I 0 

p£ addition 

C 2 F 6 CF* 

ETCHING 

POLYMERIZATION 

1 
1 2 3 4 

F l u o r i n e - t o - C a r b o n Ratio (F/C) of Gas Phase Etching Species 

Figure 8. Schematic diagram of the influence of fluorine-to-carbon ratio 
and electrode bias on etching versus polymerization processes in fluorocarbon 
pfosmas. (Reproduced with permission from reference 92. Copyright 1980 

Springer-Verlag New York, Inc.) 

C ratio decreases, thereby enhancing polymerizat ion. However , i f oxygen 
is added to the etchant gas, reaction w i t h carbon-containing fragments to 
f onn C O or C 0 2 can occur, thus increasing the F / C ratio and favoring 
etching. F u r t h e r , as the negative bias of a surface exposed to the plasma 
increases at a constant F / C ratio, etching of this surface becomes more 
important relative to polymerizat ion. Such effects are caused pr imar i ly by 
the enhanced energies of the ions str iking these surfaces that result i n po ly 
mer sputtering. 

Etchant-Umaturated Species Model. In the etchant-unsaturated spe
cies mode l descr ibed by equations 2 0 - 2 3 (93), specific chemical species 
der ived from electron collisions w i t h etchant gases are considered. 

saturated unsaturated 
e + h a l o c a r b o n ^ radicals + radicals + a t o m s ( 2 0 ) 
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412 MICROELECTRONICS PROCESSING: CHEMICAL ENGINEERING ASPECTS 

reactive atoms unsaturated _^ saturated 
and molecules species species 

atoms + surfaces —» chemisorbed layer + volatile products (22) 

unsaturated species + surfaces —» films (23) 

Appl i cat ion of this mode l to a C F 4 plasma results i n the chemical scheme 
indicated by equations 24 -27 . 

2e + 2 C F 4 -> C F 3 + C F 2 + 3 F + 2e (24) 

F + C F 2 - > C F 3 (25) 

4 F + S i -> S i F 4 (26) 

n C F 2 + surface -> ( C F 2 ) n (27) 

D e p e n d i n g upon the particular precursors generated i n the gas phase, 
etching, recombination, or film formation (i.e., polymerization) can occur. 
A lso , gas-phase oxidant additives ( 0 2 , F 2 , etc.) can dissociate and react w i t h 
unsaturated species. Mass spectrometric studies of oxidant additions to fluo-
rocarbon and chlorocarbon gases have demonstrated that the relative reac
t iv i ty o f atoms w i t h unsaturated species i n a glow discharge follows the 
sequence F ~ Ο > C l > B r (93). T h e most reactive species present w i l l 
preferential ly undergo saturation reactions that reduce po lymer formation 
and that may increase halogen atom concentration. U l t imate ly , the deter 
minat ion of the relative reactivity of the plasma species allows the predic t ion 
of the pr imary atomic etchants i n a plasma of specific composit ion. 

Specific Materials. Because the fundamental physics and chemistry 
of reactive gas discharges used for etching is not yet ful ly understood, e m 
pir i ca l approaches to the design of etch processes abound. As indicated 
earl ier , etchant selection begins w i t h considerations of product volati l i ty . 
V i r t u a l l y any gas or vapor that can dissociate to form etchant species has 
been considered or studied. A n abbreviated list o f the most common reactant 
molecules used to etch films of interest i n electronic materials processing is 
g iven i n Table IV. 

Genera l ly , a single etchant species is not used i n product ion processes; 
rather, mixtures of gases or vapors are used to tailor the etch process to 
establish a part icular rate, selectivity, anisotropy, etc. Of ten , the additives 
inc lude inert gases such as A r or H e . These gases are responsible for P e n n i n g 
processes that enhance dissociation and ionization. F u r t h e r , these gases can 
stabilize and homogenize discharges that oscillate between mul t ip l e states 
(94). I n the fol lowing sections, etch considerations for ind iv idua l materials 
are discussed. 
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8. HESS & GRAVES Plasma-Enhanced Etching and Deposition 413 

Table IV. Etch Gases Used for Various IC Film Materials 
Film Gases 

SiO a 

S13N4 

Organic materials 
Al 
W, WSi 2 , Mo 
MoSi 2 

Au 
Cr 

Si C F 4 , C F 4 - 0 2 , CF3CI, C C U , 
SFg-Oa, S i F r - O a , N F 3 , CIF3 
CaFe, C3F8, CF4—H2, C H F 3 
CF4—Ο2» C2F6, C3F8, CF4— Η 2 

0 2 , 0 2 - C F 4 , Og-SFe 
C C U , CCI4-CI2, BCI3, BCI3-CI2, S i C l 4 

CF4, CaFe, SFe 
N F 3 

C 2 C l 2 F 4 , CI 2 
Cla-Oa, CCI4-O2 

NOTE: Often, inert gases such as Ar or He are added to the mixtures. 

SUicon and PolysUicon. The isotropic etching of silicon and polycrys-
talline silicon (poly-Si) by atomic fluorine (F) is probably the most completely 
understood of all etch processes, particularly for the cases in which F atoms 
are produced in discharges of F 2 (95) and C F 4 - 0 2 (96). Fluorine atoms etch 
< 100>-oriented Si at a rate (in angstroms per minute) given by (95) 

where n F is the F atom concentration per cubic centimeter, Τ is the tem
perature (in kelvin units), and k is Boltzmanns constant. The combination 
of these and other studies (97,98) has generated a reasonably detailed mech
anism of silicon etching in F-containing discharges, in which the major etch 
products are SiF 2 and SiF 4 (2, 99). Fluorine atoms chemisorb onto clean 
silicon surfaces to form a stable SiF2-like steady-state surface under low-
pressure (0.013 Pa) conditions (98, 100a). 

However, during conditions of higher pressure, SiF 3 moieties are the 
primary species detected on Si surfaces {100b). Continued reaction requires 
that the fluorinated surface layer be penetrated by impinging F atoms. The 
reaction probability for this step is low (<0.01) at normal substrate temper
atures (95); thus, the penetration is rate limiting and proceeds at a rate 
defined by equation 28. Further, most F-containing etchant gases display 
similar apparent activation energies (—0.1 eV per atom) so that the same 
mechanism and etchant (F atoms) are probably operative in these somewhat 
different chemical systems. 

Gases such as C F 4 and S F 6 offer advantages because of their low toxicity; 
however, the formation of unsaturated species such as CJF^ and SjF^ in 
the discharge can scavenge free F atoms and, in extreme cases, can lead to 
significant polymer or residue formation. The role of oxygen in these plasmas 
is twofold. First, in accord with the etchant-unsaturated species model, Ο 
atoms react with unsaturated species to enhance F atom generation and to 

RF(Si) = 2.91 x 1 0 - ^ % exp (-0.108 eV/JfcT) (28) 
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414 MICROELECTRONICS PROCESSING: CHEMICAL ENGINEERING ASPECTS 

el iminate polymerizat ion. Second, w i t h sufficient 0 2 present, 0 2 or Ο can 
occupy film adsorption sites and thus inhib i t etching (96, 101). Gases such 
as N F 3 and C 1 F 3 (81, 86, 102) are interesting, because they do not contain 
atoms that form residues. Therefore, h igh concentrations of F result without 
the addit ion of 0 2 , w h i c h can attack resist materials. 

Plasmas that produce chlor ine and bromine atoms are excellent for S i 
etching, because they can generate a h igh degree of anisotropy. T h e most 
commonly used gases have been C l 2 , C C 1 4 , C F 2 C 1 2 , C F 3 C 1 , B r 2 , and C F 3 B r , 
a long w i t h mix tures such as C 1 2 - C 2 F 6 , C 1 2 - C C 1 4 , H C 1 - C C 1 4 , a n d 
C 2 F 6 - C F 3 C 1 (103-106). H i g h etch rates (500-6300 A / m i n for undoped and 
doped poly-Si) and selectivities ( S i : S i 0 2 ~ 10-50:1) have been attained. T h e 
active etchants i n these plasmas are l ike ly to be C I and B r atoms; however , 
ion bombardment plays a significant role i n achieving h igh etch rates and 
anisotropy control (107-110). T h e h igh degree of anisotropy that is readi ly 
achieved indicates that i on bombardment tends to dominate the etch m e c h 
anism by enhancing either the reaction w i t h the chemisorbed S i C l 2 (pene
tration of C I into the S i surface) or product volati l i ty. These conclusions are 
also consistent w i t h the fact that only a smal l loading effect is observed i n 
C l -based etching (105), whereas F source plasmas (85, 86) exhibit strong 
loading effects. 

H e a v i l y doped ( > 1 0 1 8 / c m 3 ) η-type S i and po ly -S i etch faster i n C I - and 
F-containing plasmas than do their boron-doped or undoped counterparts 
(103a, 105, 111, 112). Because ion bombardment is apparently not requ i red 
in these cases, isotropic etch profiles (undercutting) i n η + po ly -S i etching 
often occur. A l t h o u g h the exact mechanisms b e h i n d these observations are 
not completely understood, enhanced chemisorpt ion (103b, 111) and space 
charge effects on reactant diffusion (112) have been proposed. 

Silicon Dioxide and Silicon Nitride. S i l i con dioxide can also be etched 
by F atoms i n a downstream discharge configuration. However , because of 
the strength of the S i - O bond , etch rates (equation 29) are low without 
particle bombardment (95). 

H F ( S i 0 2 ) = 6.14 X 1 0 ~ 1 3 n F r l / 2 e x p ( - 0 . 1 6 3 eV/fcT) (29) 

X e F 2 does not etch S i 0 2 i n the absence of bombardment (39). Thus , F and 
X e F 2 are not equivalent sources of F atoms, probably because of differences 
i n st icking coefficients and the X e - F bond energy. Because i on -bombard
ment-assisted etching of S i 0 2 occurs i n F-containing gases, direct ional e tch
ing can be achieved. This fact suggests that the etchants descr ibed for S i 
are suitable for etching oxide and ni tr ide ; however, they can be used only 
i n the absence of s i l icon. Therefore, selective etching of these materials 
represents an important application of the chemical models presented earl ier 
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8. HESS & GRAVES Plasma-Enhanced Etching and Deposition 415 

(see E t c h Models) . T h e earliest reported etchant gases for selectively etching 
S i 0 2 and S i 3 N 4 i n the presence of si l icon were C F 4 - H 2 , C H F 3 , C 3 F 8 , and 
C 2 F 6 (113). Selectivities as h igh as 15:1 ( S i 3 N 4 : S i ) and 10:1 ( S i 0 2 : S i ) were 
achieved. H o w e v e r , these selectivities are lower than one w o u l d l ike for a 
product ion process. A l l of these plasmas tend to be fluorine deficient, a fact 
suggesting that C F , C F 2 , or C F 3 might be active etchants (114). In any case, 
carbon-containing species are clearly invo lved i n the etch mechanism, be
cause i n addit ion to S i F 4 , products such as C O and C O F x have been observed 
by mass spectrometry (114-116) d u r i n g S i 0 2 and S i 3 N 4 etching. 

To achieve selective oxide and nitr ide etching, additives to F source 
plasmas are chosen to make a F-def ic ient chemical environment . Addi t ives 
inc lude H 2 , C 2 H 4 , and C H 4 , w h i c h are efficient F scavengers. Al ternat ive ly , 
molecules that contain F , C , and H are used, such as C H F 3 . D e c i d i n g the 
amount of addit ive necessary remains more of an art than a science, because 
oxide and n i tr ide selectivity requires operation i n a chemical environment 
very close to the demarcation between etching and polymerizat ion shown 
i n F i g u r e 8. In fact, po lymer deposition on S i generally occurs whi l e active 
etching of oxide proceeds (103c, 117,118). Thus , the mechanism for selective 
oxide and ni tr ide etching may not involve C F X as pr imary etchants but as 
film formers that inh ib i t S i etching by passivating chemisorptive sites. 

A n example of the improvement i n selectivity w i t h C F 4 - H 2 mixtures is 
shown i n F igure 9(118). W i t h no added H 2 , the selectivity of si l icon dioxide 
over si l icon ( S i 0 2 : S i — 1.3) is unacceptable for a controllable process. H o w 
ever, as H 2 is added, F atoms are scavenged (to form H F ) , and thus the CI 
F ratio of unsaturated species i n the gas phase is increased (Figure 8 or 
equations 24-27) , and polymerizat ion is promoted. Because oxygen is re 
leased from S i O s as it etches, carbonaceous residues can be removed (as 
C O , C 0 2 , or C O F 2 ) from this material . O n S i , no mechanism other than 
sputtering is available for carbon removal ; thus, the carbon deposits inh ib i t 
etching even w i t h low H 2 additions. T h e small decrease i n S i 0 2 etch rate 
w i t h increasing H 2 is probably a result of etchant d i lut ion . A t 4 0 % H 2 , a 
selectivity of —40 ( S i 0 2 : S i ) is achieved under the designated conditions of 
pressure, power, etc. (118). I f more H 2 is added, polymerizat ion on S i 0 2 

surfaces retards etching st i l l further. 
T h e qualitative role of ions i n promot ing oxide and ni tr ide selectivity 

has also been established. Discharge conditions (i .e. , pressure and voltages) 
are generally those that favor ion-enhanced reactivity, and ion bombardment 
is usually requ i red to initiate etching (117). T h e absence of a noticeable 
dependence on substrate temperature (119), m i n i m a l loading effects (120), 
and the sensitivity of etch rate w i t h respect to electrode (121) and sheath 
potential (104) reinforces the importance of ion bombardment . In one study 
(121), selective etching of S i 0 2 over S i by >50:1 was obtained i n a C H F 3 

plasma by using cathode (powered-electrode) coupl ing, whereas selectivities 
of <10:1 were observed at the anode. 
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416 MICROELECTRONICS PROCESSING: C H E M I C A L ENGINEERING ASPECTS 

Percentage of H 2 in C F 4 

Figure 9. Dependence of silicon and silicon dioxide etch rates on the percentage 
of H2 in CF4-IJ2 plasmas, (seem is standard cubic centimeters per minute.) 
(Reproduced with permission from reference 118. Copyright 1MB The Elec

trochemical Society, Inc.) 

Group HI—V Materiah. G r o u p I I I - V semiconductor compounds such 
as G a A s , G a P , I n P a n d G a A l A s form the basis for many n e w electronic 
applications, part icularly high-speed integrated c ircuits (ICs) and microwave 
and optoelectronic devices. T h e development o f p lasma pattern del ineat ion 
methods is an area o f active research because o f the paral le l ism w i t h the 
more h igh ly deve loped si l icon technology; however , these systems are some
what more compl icated . Because most o f the applications invo lve b inary , 
ternary, a n d even quaternary alloys, suitable etchants must b e capable o f 
selective e t ch ing w h e n stoichiometric changes are made to obtain specific 
device characteristics. 

A t present, p r i m a r i l y the b inary compounds have b e e n s tudied , a n d 
considerations o f product volat i l i ty are the most significant d r i v i n g force 
b e h i n d m u c h o f this research. T h e group I I I - V compounds are part icular ly 
difficult, because the group V elements form volati le halides, whereas group 
III hal ides, part icular ly the fluorides, t end to be involat i le . A s a result , F 
source plasmas, w h i c h have been the mainstay o f s i l i con technology, are 
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8. HESS & GRAVES Plasma-Enhanced Etching and Deposition 417 

generally not practical for the etching of group I I I - V materials unless h i g h 
ion bombardment energies are used. H 2 discharges have been used to etch 
group I I I - V materials (122). Temperatures above 100 °C were used, selec
tivities of G a A s oxide to G a A s were low (—2), and etch rates of the oxide 
were reasonable (<20 Â/s ) . H o w e v e r , G a A s etching displayed undercut 
profiles. 

Because of the problems just descr ibed, most studies have used chlor ine-
containing plasmas w i t h elevated substrate temperatures to take advantage 
of the volati l i ty (albeit l imited) of the group III chlorides. T h e importance 
of the volati l i ty concept i n the etching of group I I I - V materials relative to 
the reaction concepts that dominate S i etching is evident from results of 
ch lor ine -r i ch vapors. W h e n gases such as C C l J F ^ (where χ = 2, 3, or 4), 
C O C l 2 , P C 1 3 , BCI3, S i C l 4 , H C 1 or C l 2 are used i n r f (usually R I E configu
rations) or dc plasmas, the etch rates of G a A s and other group I I I - V c om
pounds increase substantially (123-130). 

B r 2 discharges have also been used to etch G a A s (127). These studies 
were performed under conditions i n w h i c h isotropic etch profiles or chemical 
etching occurred. Because the chemical compositions ( G a / A s ratio) o f the 
different atomic planes i n G a A s vary, crystallographic etch patterns are ob
served under etch conditions i n w h i c h chemical processes dominate. S imi lar 
results are noted for C l 2 plasmas. F u r t h e r m o r e , pure B r 2 vapor (no plasma 
and, thus, no B r atoms or particle or photon bombardment) etches G a A s , 
and smooth surfaces are observed (127). B y us ing absorption spectroscopy 
to determine absolute B r concentrations i n discharges, the etch rate of G a A s 
is found to be proport ional to the B r atom concentration (127). I n addit ion , 
the etch rate increases w i t h frequency (from 0.1 to 14 M H z ) , i n agreement 
w i t h an increase i n B r . Such results are consistent w i t h plasma-etching 
studies w i t h C l 2 at 40 P a , i n w h i c h the etch rate decreases w i t h decreasing 
frequency (J3I). 

Temperature plays an important role i n the etching of G a A s and InP. 
B o t h materials display an Arrhen ius dependence on substrate temperature 
between 200 and 300 °C i n C l 2 discharges (132). T h e apparent activation 
energies (34.5 and 10.5 k c a l / m o l for I n P and G a A s , respectively at 40 Pa) 
are i n reasonable agreement w i t h the heats of vaporization of I n C l 3 and 
G a C l 3 . Est imates of I n P etch rates from kinet ic molecular theory, assuming 
that volati l ization of the product ( InCl 3 ) is rate l i m i t i n g , are i n good agree
ment w i t h the observed rates. However , s imi lar estimates for G a A s are 
higher than the observed etch rate (132). T h e investigators conclude that a 
chemical reaction on the surface must be rate l i m i t i n g i n the case of G a A s , 
perhaps because of d imerizat ion to form G a 2 C l 6 , w h i c h desorbs, or a slow 
chemical reaction between etchant (presumably CI) and G a A s (132). Indeed , 
surface reactions w i t h chlorine have been postulated recently to be rate 
contro l l ing d u r i n g the etching of G a A s w i t h a modulated A r + beam i n the 
presence of C l 2 molecules (133). 
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418 MICROELECTRONICS PROCESSING: CHEMICAL ENGINEERING ASPECTS 

Metals. Because of the h igh reactivity of most metals w i t h oxygen and 
water vapor, plasma etching of metals may require more attention to reactor 
design and process details than is necessary w i t h other materials. Unless the 
metal forms a volati le oxyhalide or an unstable oxide, water vapor and oxygen 
must be exc luded from or scavenged i n the plasma reactor. I n addit ion , the 
meta l -oxygen bond may be extremely strong and therefore ion bombard 
ment is requ i red to assist native-oxide removal . 

As a result of i on bombardment effects and of their abi l i ty to reduce 
native oxides chemical ly , chlorocarbon or fluorocarbon gases, rather than 
pure halogens, are used typical ly to etch metal films. However , halocarbon 
vapors are part icularly susceptible to po lymerizat ion , w h i c h causes residue 
formation that can interface w i t h etch processes (134). 

Aluminum. A l u m i n u m is w ide ly used as an interconnect layer for i n 
tegrated circuits , and its plasma etch characteristics have been extensively 
studied (134,135). Because A l F 3 is not volati le under normal (nonsputtering) 
plasma etch conditions, chlor ine-containing gases ( C C 1 4 , B C 1 3 , S i C l 4 , and 
C H C 1 3 ) have been the preferred etchants for a l u m i n u m (136-139). A few 
studies have also investigated the use of brominated gases ( H B r , B r 2 , and 
B B r 3 ) and , consistent w i t h volati l i ty considerations, find results s imilar to 
those of chlor inated vapors (140, 141). 

A n init iat ion per iod or a lag t ime exists at the start of a l u m i n u m etching 
because of scavenging or removal of oxygen and water vapor present i n the 
reactor and etching of the t h i n (~30 Â) native a l u m i n u m oxide layer always 
present on the a l u m i n u m surface (136). T h e removal of oxygen and water 
vapor can be m i n i m i z e d by us ing a load lock so that the chamber is not 
exposed to air or water vapor between etch runs (137) or by using an etch 
gas ( B C 1 3 or S i C l 4 ) that effectively scavenges water and oxygen. Nat ive a l u 
m i n u m oxide can be etched b y enhancing the ion bombardment of the surface 
and by supply ing chemical species capable of reacting direct ly w i t h the oxide, 
such as C C I , , B C 1 X , or S i C l r 

After the removal of the native a l u m i n u m oxide layer, molecular chlor ine 
(C l 2 ) can etch pure , clean a l u m i n u m without a plasma (142-144). Indeed , 
C I 2 rather than C I appears to be the pr imary etchant species for a l u m i n u m 
i n a g low discharge (145). A t least at l ow temperature (<200 °C), the ma in 
product of the etch reaction seems to be A l 2 C l 6 rather than A1C1 3 (146). 

To prevent a l u m i n u m from spiking through shallow junctions, 1 -2% 
si l icon is often added to the film. Because S i C l 4 is volatile at room temper 
ature, a l u m i n u m - s i l i c o n films can be etched i n chlor ine-containing d is 
charges. 

C o p p e r additions to a l u m i n u m films enhance electromigration resist
ance. H o w e v e r , copper does not form volatile chlorides or other halides, 
and therefore its removal d u r i n g a l u m i n u m plasma etching is difficult. Two 
methods can be used to promote copper chloride desorption: increase the 
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8. HESS & GRAVES Plasma-Enhanced Etching and Deposition 419 

substrate temperature (consistent w i t h the resist material be ing used) or 
enhance the ion bombardment so that significant sputtering or surface heat
ing is attained. 

After plasma etching is completed , a l u m i n u m films often corrode upon 
exposure to atmospheric conditions. T h e corrosion is a result of the hydrolysis 
of chlor ine-containing residues (mostly A1C13) remain ing on the film side 
walls , on the substrate, or i n the photoresist. Because the passivating native 
oxide film normal ly present on the a l u m i n u m surface is removed d u r i n g 
etching, chlor ine species are left i n contact w i t h a l u m i n u m and ult imately 
cause corrosion. F u r t h e r , contamination w i t h carbon and radiation damage 
caused by particle bombardment may enhance corrosion susceptibi l i ty (147). 

W h e n copper is present i n a l u m i n u m films, accelerated postetch cor
rosion is observed. This phenomenon occurs for at least two reasons. Because 
of the low vapor pressure, hygroscopic C u C l 2 is probably left i n contact w i t h 
the a l u m i n u m film, and because most of the copper is present i n the grain 
boundaries as C u A l 2 , the grain boundaries have a cathodic potential relative 
to the a l u m i n u m grains (147). E lec t ro ly t i c corrosion then takes place upon 
adsorption of water vapor, fo l lowed b y hydrolysis of A1C13 and C u C l 3 to 
generate HC1 and chlorine ions. 

Significant efforts have been made to e l iminate or at least m i n i m i z e 
corrosion. A water rinse or an oxygen plasma treatment after etching reduces 
the amount of chlor ine left on the etched surfaces, but this step is usually 
not adequate to prec lude corrosion. Low-temperature thermal oxidation i n 
dry oxygen appears effective i n restoring a passivating native a l u m i n u m oxide 
film (147). Ano ther method of prevent ing postetch corrosion is to expose the 
a l u m i n u m film to fluorocarbon plasmas such as C F 4 or C H F 3 (37,148). This 
treatment converts the chlor ide residues into nonhygroscopic fluorides and 
deposits a fluorocarbon po lymer film onto the A l surface so that the A l film 
can be exposed to ambient conditions without immediate corrosion. S u b 
sequently, a n i tr i c acid rinse can be used to remove the fluoride layer and 
to regrow the protective oxide. 

Chlor ine -based plasma etching of a l u m i n u m films causes serious deg
radation of photoresist materials. To some extent, these effects are a result 
of the etch product , A l 2 C l 6 or A1C13. A l u m i n u m tr ichlor ide is a L e w i s acid 
used extensively as a F r i e d e l - C r a f t s catalyst. Therefore, this material reacts 
w i t h and severely degrades photoresists (149). 

Other Metals. Numerous other metal films have been etched i n glow 
discharges. T h e fol lowing is a br ie f summary that gives specific information 
on the etching of the metal films commonly used i n V L S I . 

After a l u m i n u m , the refractory metals and their silicides have been the 
subject of the most extensive efforts i n metal etching (150-155). Because the 
fluorides and chlorides of the transition metals and sil icon are volatile i n the 
presence of i on bombardment , etch studies have been performed w i t h nearly 
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420 MICROELECTRONICS PROCESSING: CHEMICAL ENGINEERING ASPECTS 

any fluorine- or chlorine-containing gas. Mixtures of these gases (e.g., 
SF 6-C1 2) have also been used. When C or S is present in the reactant gas, 
oxygen is often necessary to prevent polymer and residue formation and to 
increase the concentration of fluorine atoms. Oxygen can be added to en
hance the transition-metal etch rate, because some oxyfluorides (e.g., those 
of Mo and W) have reasonable vapor pressures. Layered films (silicide-poly-
Si; termed polycides) are frequently used to meet specific device require
ments. These structures present problems in profile control, and selectivity 
to underlying SiO z or Si materials can be difficult to achieve. 

Gold can be etched effectively with C 2 C1 2 F 4 (156, 157) or with CC1F 3 

(158), whereas C F 4 - 0 2 etching causes staining. The observed staining is 
believed to be caused by gold oxides, whose formation is enhanced by the 
presence of atomic fluorine (158). Chromium is etched readily in plasmas 
containing chlorine and oxygen (159) because of the high volatility of the 
oxychloride (Cr0 2Cl 2). Indeed, the high boiling point of C r C l 2 (1300 °C) 
results in significantly reduced etch rates of chromium in chlorine plasmas 
without oxygen. 

Titanium can be etched in fluorine-, chlorine-, or bromine-containing 
gases, because all the titanium halides are volatile. Chlorides and bromides 
have been studied to a great extent, because they result in high selectivity 
over silicon-containing films and do not promote staining on gold (158,160). 

Organic Films. Organic films are present during the plasma processing 
of all materials discussed in the preceding sections, because polymeric resist 
masks are the primary method of pattern transfer. An ideal mask should be 
highly resistant to the reactive species, ion bombardment, and the UV ra
diation produced in the glow discharge and should be readily removed after 
pattern delineation is complete. However, very high selectivities of the 
etching film to resist material are not often achieved. As a result, line width 
loss in pattern delineation frequently occurs as the thinner mask edges erode 
during etching. 

Although C F 4 - 0 2 plasmas often severely degrade resist materials, resist 
durability in some plasmas is quite high. For example, conditions favorable 
for the selective etching of Si0 2 and S i 3 N 4 are not as conducive to resist 
degradation as are C F 4 - 0 2 plasmas. Thus, C F 4 - C 2 H 4 (J6I), C F 4 - H 2 (JI8), 
C H F 3 (48, J6I-J63), and C 2 F 6 - C 2 H 4 (219) plasmas exhibit excellent selec
tivity of oxide over resist even when ion bombardment is present. In these 
cases, selective oxide etching occurs in a saturated-species-rich plasma near 
the borderline of polymer deposition, and any degradation of polymeric resist 
material is likely to be compensated by condensation reactions of saturated 
species at these sites. 

Increased durability can be designed into polymer resists. For instance, 
for the relative etch rates of a variety of polymers in an O z plasma, a high 
correlation exists between the structural properties of the polymer and their 
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8. HESS & GRAVES Plasma-Enhanced Etching and Deposition 421 

stability when exposed to the plasma (164). More importantly, the results 
indicate a synergistic degradation involving atomic oxygen from the plasma 
and halogen present in either the polymer or the plasma. These studies 
explain why C F 4 - 0 2 discharges produce high mask erosion rates. Atomic 
fluorine (or chlorine) abstracts hydrogen from the polymer and produces 
sites that react more readily with molecular oxygen. The etch rate of organic 
materials in oxygen discharges can be significantly enhanced by die addition 
of fluorine-containing gases (165,166). Conversely, oxygen-free plasmas gen
erally result in polymer stabilization. Halogen abstraction of polymer hy
drogens followed by reaction with halogen or halocarbon radicals leads to 
halocarbon groups in the polymer that can make the mask more resistant to 
plasma degradation. 

During the patterning of thin-film materials, two inconsistent demands 
are imposed on resists. Initially, resists must be highly sensitive to radiation 
so that exposure times are short. However, after development, the remaining 
resist should be stable to radiation (plasma) environments. Ion, electron, or 
photon bombardment from the plasma atmosphere causes heating, sputter
ing, and the degradation of résiste. Thus, efforts to improve temperature 
control (wafer cooling) and minimize ion bombardment energy have been 
mounted. Because these approaches are sometimes not effective or are in
compatible with profile considerations, methods to toughen resists (partic
ularly AZ [phenol-formaldehyde-based resin] materials) against plasma 
exposure have been developed. 

U V exposure (at k < 300 nm) of the AZ resist prior to plasma etching 
causes polymer cross-linking (167, 168) or decomposition (269) of the resist 
photosensitizer near the surface. Thus, a hardened shell or case is formed 
that permits a higher bake temperature without resist flow and also reduces 
the etch rate due to plasma exposure. Exposure to inert plasma (e.g., Ν 2) 
causes similar effects (170), possibly because of ion and electron, as well as 
UV, bombardment of the resist surface. When F-containing discharges are 
used, fluorination of the resist surface occurs that strengthens the resist 
(because of the formation of C - F bonds) and minimizes reactivity (171). 

Oxygen plasmas provide a highly selective medium for the removal of 
organic materials and have been used extensively for stripping photoresists 
(172-176), removing epoxy smears from other electronic components, and 
etching printed circuit boards (277). In addition, the use of oxygen plasmas 
in delineating the original mask pattern is of interest. Termed "plasma-
developable resists", these resists are designed such that, upon exposure, 
they can be selectively etched in either the exposed or unexposed regions 
by plasma techniques (178-180). 

Ion bombardment can be used to enhance resist etch rates and thus 
achieve anisotropic resist profiles. Reactive sites produced by bombardment 
permit more rapid attack by oxygen species in the plasma. Multilevel proc
essing (282, 282), in which an etch-resistant layer serves as a mask to pattern 
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422 MICROELECTRONICS PROCESSING: CHEMICAL ENGINEERING ASPECTS 

a po lymer or other p lanariz ing film, relies heavily on such anisotropic resist 
development (183). This approach can be implemented by using a t h i n 
organic resist on top of the masking layer (tri level process) or by combin ing 
the function of the resist layer w i t h the intermediate (masking) layer (bi level 
process). In the b i l eve l process, s i l icon-containing resists such as polysilanes 
and polysiloxanes have been used (184). Al ternat ive ly , a resist can be exposed 
but functionalized pr ior to development. The functionalization involves se
lective incorporation (because of different reactivities) of a si l icon-containing 
vapor such as hexamethyldisi lazane into the exposed resist areas (185). 

Ultravio let l ight , w h i c h is present i n a l l glow discharges, also enhances 
the pure ly chemical etchant activity and is particularly important for organic 
film materials. T h e photochemistry of organic molecules is a wel l -establ ished 
field (186). A l t h o u g h po lymer ic films are a more complex photochemical 
system, many of the chromophoric groups i n the po lymer react s imi lar ly 
under exposure to U V radiation. T h e most serious degradation results w h e n 
scission of backbone or side-chain (near the backbone) bonds of the po lymer 
occurs. T h e predominant degradation mechanism i n polymers exposed to 
plasma environments is random chain scission (187). Ac t ive sites then be
come available for reaction w i t h atomic and molecular species i n the plasma. 
To stabilize these bonds, po lymer scientists design side groups far removed 
from the backbone to reduce the impact of photochemical attack on the 
po lymer chain. 

After the resist has served its purpose as an etch mask, it must be 
removed pr ior to subsequent processing. Exposure to plasma atmospheres 
(or ion implantation) often renders the resist material impervious to complete 
removal by l i q u i d etch baths. As a result , glow discharge methods are invoked 
to strip resists. W i t h these methods, the most important cr i ter ia are etch 
rate and the min imizat i on of radiation damage to or attack of under ly ing 
films or substrates. E t c h rates are typical ly low i n 0 2 plasmas unless i on 
bombardment or elevated temperatures (>150 °C) are used, and recent 
efforts have concentrated on downstream reactors using microwave source 
gas ( 0 2 or 0 2 - C F 4 ) excitation (188-190). This configuration takes advantage 
of the efficiency of microwave generation of atoms and radicals, as w e l l as 
the control led rise i n substrate temperature without high-energy-partic le 
bombardment . These effects can lead to h igh resist s tr ipping rates w i t h l i t t le 
or no radiation damage. H o w e v e r , device degradation can st i l l occur i f con
taminants (e.g., i ron or lead) are present i n the resist. These species are 
diffused into S i 0 2 surfaces at elevated temperatures (>150 °C) even d u r i n g 
downstream str ipping (191). 

Profile Control 

T h e goal of any pattern-etching process is to transfer an exact repl ica of the 
mask features to the under ly ing film. However , this transfer establishes only 
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8. HESS & GRAVES Plasma-Enhanced Etching and Deposition 423 

a two-dimensional cr i ter ion for the quality of the replication. T h e t h i r d 
d imension relates to the cross section or edge profile of the etched feature 
(2, 192). 

T h e simplest and perhaps the most useful measure of anisotropy is 
the ratio of lateral or horizontal undercut distance (dh) to the vertical etch 
distance (d v). This ratio is inversely related to the quality of repl i ca 
t ion. I n anisotropic etching, djdv = 0, and exact dimensional transfer is 
achieved. A low-qual i ty transfer is obtained w i t h isotropic etching, i n 
w h i c h djdv = 1. Anisotropic etching is imperat ive for high-density-device 
fabrication. 

The desired edge profile depends upon the specific application of the 
film i n the final device. F o r instance, i f a metal l ine is be ing def ined, a 
steep-walled profile is desirable to maximize the conductor cross-sectional 
area. Anisotropic etching can y i e ld such profiles w i t h l ine dimensions of 
—0.1 μΐΉ. However , i f good step coverage is desired, a tapered or sloped 
profile is requ ired so that subsequent film deposit ion w i l l uni formly cover 
the step, that is, without th inn ing of the film because of shadowing d u r i n g 
deposit ion. Some control of the taper can be achieved by the proper choice 
of resist process and plasma conditions. I f isotropic etching is needed, for 
example, to clean the side walls after a sputter etch (physical ablation of 
material) or to produce a slight undercut, a pure ly chemical etch process is 
required . 

Isotropic etching is achieved by using a barre l reactor w i t h an etch 
tunne l or, better yet, w i t h a downstream reactor configuration so that r a 
diation bombardment of etching surfaces is e l iminated (193,194). Anisotropic 
or direct ional etching (in w h i c h the taper is 90° or less) can be achieved i n 
several ways. Sputter ing generates a h igh degree of anisotropy because of 
the direct ional nature of the inert gas ions that physical ly ablate (via mo 
m e n t u m transfer) the film material . However , sputter etching (94, 192) 
redeposits etched material , is only weakly selective, and exhibits l ow etch 
rates. Ion bombardment i n the presence of chemical ly reactive species 
(plasma etching) can alleviate these problems by forming volatile etch p r o d 
ucts, invok ing chemical reactions for specificity, and taking advantage of the 
density of h ighly reactive neutral species i n glow discharges. A l though a 
fundamental understanding of the generation of anisotropic profiles has not 
been established (see Synergistic Phenomena), phenomenological models 
that present guidel ines for variations i n anisotropic edge profiles do exist 
(94, 99, 295). 

Ion bombardment promotes surface bond breaking (see Synergistic 
Phenomena) and causes sputtering; therefore, etch rates are generally e n 
hanced where bombardment occurs. Qual i tat ively , these phenomena can 
lead to anisotropy i n two ways (94, 95, 105, 195), as depicted i n F i g u r e 
10 (94). I n the ion-induced-damage mechanism, energetic ions break 
chemical bonds on the film surface, thereby making the film more r e -
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424 MICROELECTRONICS PROCESSING: C H E M I C A L ENGINEERING ASPECTS 

Surface Damage 
Mechanism 

Surface Inhibitor 
Mechanism 
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Figure 10. Surface damage and surface inhibitor mechanisms for ion-assisted 
anisotropic etching. (Reproduced with permission from reference 94. Copy

right 1981 Plenum Publishing Corporation.) 

active to chemical etchant species. However, the side walls remain rela
tively unperturbed, because ions primarily impinge perpendicularly to 
the film surface. Thus, etching proceeds at the nominal chemical etch 
rate. Material removal is more rapid in the direction of the ion flux and 
results in anisotropy. 

In actual fact, the surfaces exposed to the plasma are usually composed 
of a chemisorbed coating of etchant radicals, as well as unsaturated species 
and resist fragments that inhibit the etch rate. Ion bombardment can stim
ulate the desorption of these species so that surface coverage caused by 
inhibitors is smallest in regions of high ion flux (Figure 10). Again, increased 
anisotropy is the net result. The ion-induced-damage mechanism requires 
considerably more energy than the surface inhibitor mechanism for aniso
tropy, and both are likely to play a role in plasma-etching processes. The 
degree of anisotropy will depend on ion flux, ion energy, and chemistry in 
the plasma. 

As noted earlier, ion flux, energy, and plasma chemistry depend strongly 
on reactor design and gas composition and are therefore virtually impossible 
to translate directly from one reactor to another. Such possibilities await the 
development of accurate plasma models (see Modeling Plasma Processes). 
However, the important parameters can be identified to some extent. Ion 
bombardment is enhanced by decreasing pressure in a high-frequency 
plasma (~5 MHz) or by decreasing the frequency of the plasma discharge 
(22); anisotropic profiles thereby result (196). Anisotropics induced by surface 
damage and surface inhibitor (from photoresist as well as other fragments) 
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8. HESS & GRAVES Phsma-Enhanced Etching and Deposition 425 

are possible; however , as pressure increases and ion energies become m o d 
erate because of coll isions, the inhib i tor mechanism becomes more favorable. 
U n d e r these conditions, anisotropy can be achieved b y adding film-forming 
precursors ( C H F 3 , C 2 H 2 , C 2 F 6 , etc.) to the plasma (105, 197). A t l ow fre
quencies (1 k H z - 1 M H z ) , ions are strongly accelerated because of the longer 
durat ion of the accelerating potential , and both anisotropic mechanisms op
erate at m u c h higher gas pressures. E v e n at h igh pressures (133 Pa) and 
frequencies, however , anisotropy can be achieved i f the electric field across 
the sheath is sufficiently large (J 98). 

A n interest ing demonstration of profile control v ia alteration of the spe
cific chemistry is that of s i l icon etching i n C 1 F 3 mixtures (86). Because a 
pure chemical (isotropic) etchant (F atoms) is combined w i t h an i on -bom
bardment-contro l led (anisotropic) etchant (CI atoms), a continuous spectrum 
of profiles w i t h vary ing anisotropics is generated by changing the gas c o m 
posit ion. 

E t c h profiles can also be altered by control l ing the susceptibi l i ty to 
erosion of the masking layer as shown i n F i g u r e 11 (J 99). I f a masking layer 
that does not erode is used (e.g., M g O and A l 2 0 3 ) , a vert ical (perfectly 
anisotropic) etch profile results. However , i f the masking layer is attacked 
by chemical reaction or physical ablation (e.g., organic resist materials), the 
edges of the layer at the opening are removed. This removal exposes the 
edges of the under ly ing film to the plasma atmosphere. F u r t h e r removal of 
the resist exposes addit ional film surface for etching. In this way, a tapered 
profile can be achieved. Such procedures require close control of resist 
processes as w e l l as plasma conditions. 

Deposition of Specific Film Materials 

L i k e the l iterature o f plasma-assisted etching, the l iterature on the P E C V D 
of specific materials is considerable. Because film properties are ult imately 
de termined by chemical reaction mechanisms, reactor design, and film struc
ture (Figure 5), the determinat ion of the exact relationships between prop 
erties and processing is difficult. A t present, the fundamental understanding 
of such relationships is l i m i t e d , and thus, empir i ca l efforts have been the 
n o r m . I n this chapter, the more wide ly studied film materials deposited by 
P E C V D w i l l be brief ly discussed. M o r e extensive information on these and 
other films can be found i n a n u m b e r of rev iew articles (9-14, 32, 50, 
200-203) and references there in . 

S i l i c o n . T h e most w ide ly studied and perhaps the best understood 
P E C V D film is that of amorphous si l icon (a-Si). G l o w discharge a-Si is an 
"a l l oy " of si l icon and hydrogen, w i t h the hydrogen content ranging from ~ 5 
to 35 atom percent (atom %), depending upon the deposition conditions 
(temperature, r f power , r f frequency, etc.) and the result ing film structure. 
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426 MICROELECTRONICS PROCESSING: CHEMICAL ENGINEERING ASPECTS 

Mask 

Substrate 

Patterned Masking Structure 

Prior to E tch ing 

Nonerodib le Mask 

Partially Erodib le Mask 

Figure 11. Schematic diagram comparing the control of etch profiles by the 
use of erodible and nonerodible mask materials. (Reproduced with permission 

from reference 199. Copyright 1980 John Wiley.) 

T h e great interest i n this material stems from its applications i n solar-energy 
conversion, th in - f i lm transistors, memory switches, and electrophotography 
(204). 

Al though the product ion of a-Si from S i H 4 (or from mixtures of S i H 4 

w i t h inert gases or H 2 ) is chemical ly one of the simplest reactions imaginable , 
the f u n d a m e n t a l react ions i n v o l v e d i n film f o r m a t i o n a n d the s t r u c 
ture -proper ty relationships are not yet clearly defined (70, 200, 205-207). 
In particular, the role of hydrogen i n film structure is complex and involves 
the reduct ion of si l icon dangl ing bonds that degrade device properties. I n 
frared (208) and nuclear magnetic resonance ( N M R ) (209) spectra of deposited 
films have established that hydrogen exists i n several bonding configurations: 
monohydride ( = S i - H ) , d ihydr ide ( = S i H 2 ) , t r ihydr ide ( - S i H 3 ) , and po ly -
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8. HESS & GRAVES Plasma-Enhanced Etching and Deposition 427 

meric ( - S i H 2 - ) n . F u r t h e r m o r e , N M R studies have suggested that S i - Η can 
be randomly d istr ibuted or c lustered i n the structure (207, 209). 

F o r the most part, even qualitative relationships between such structural 
considerations and film properties are lacking. Recently , however, two i m 
portant correlations have been presented: Dev i ce quality a-Si contains only 
monohydr ide bond ing structures (207), and the intr insic film stress rises 
drastically as a morphological transition from columnar to noncolumnar 
growth occurs (210). B o t h studies point to the importance of defects i n a-
S i , although the precise role of these defects is st i l l unclear. 

T h e gas-phase and surface reactions i n a-Si deposition by P E C V D are 
equally nebulous. Reactive species, pr imar i ly H , S i H , S i H 2 , S i H 3 , and their 
positive ions (70, 205, 206), are produced by electron-impact decomposit ion 
of silane. Secondary reactions between these precursors to form species such 
as disi lane ( S i 2 H 6 ) and higher molecular weight compounds are important 
i n establishing reactive-species concentrations. Laser- l ight-scattering studies 
suggest that particle growth occurs i n the plasma near the sheath edges (211, 
2J2). Radicals, atoms, and ions diffuse or drift to the growing film surface, 
where they are adsorbed and undergo various reactions y i e ld ing sol id and 
gaseous (e.g., S i H 4 , S i 2 H 6 , and H 2 ) products. The surface reactions are 
generally modif ied by ion and photon bombardment . Adsorpt ion sites can 
be created by bond breaking due to ion impingement or by atom (e.g., H ) 
abstraction due to reaction w i t h H atoms, S i H 2 , or S i H 3 from the gas phase. 
F i n a l l y , bond rearrangement and an increase i n film density due to loss of 
hydrogen occur. 

Polycrystal l ine si l icon (poly-Si) has been formed by the plasma-enhanced 
decomposit ion of dichlorosilane i n argon at temperatures above 625 °C, a 
frequency of 450 k H z , and a total pressure of 27 Pa . D o p e d films have been 
deposited by the addit ion of phosphine to the deposition atmospheres (213). 
Approximate ly 1 atom % of chlor ine was found i n the as-deposited films. 
Annea l ing i n nitrogen at temperatures above —750 °C caused chlorine to 
difiuse from the film surface, grain growth to occur, and the film resistivity 
to drop. Such heat treatments were necessary to achieve integrated-circuit-
qual ity films. 

The dr ive to reduce process temperatures has l ed to an interest i n 
growing epitaxial (crystalline) s i l icon films at temperatures be low 800 °C. In 
addit ion to increasing deposition rates, glow discharges can assist surface 
c leaning so that epitaxy can be achieved. Indeed, crystall ine si l icon films 
have been produced b y P E C V D from S i H 4 atmospheres by using external 
coi l excitation (214) or by downstream configurations (215, 216). In al l cases, 
i n situ surface c leaning, inc lud ing the removal of the native si l icon oxide 
layer, was imperative for epitaxy. I f adequate c leaning (usually by ion b o m 
bardment) is per formed, crystall ine layers of si l icon can be grown by l ow-
pressure C V D , albeit w i t h a low deposit ion rate (relative to that of P E C V D ) . 
Thus , the pr imary role of a plasma i n epitaxial growth may be surface c lean
ing , i n addit ion to enhancement of reaction kinetics. 
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428 MICROELECTRONICS PROCESSING: C H E M I C A L ENGINEERING ASPECTS 

Silicon Nitride. S i l i con ni tr ide produced by high-temperature (>700 
°C) C V D is a dense, stable, adherent die lectr ic that is useful as a passivation 
or protective coating, inter leve l metal dielectr ic layer, and antireflection 
coating i n solar cells and photodetectors. H o w e v e r , these applications often 
demand low deposit ion temperatures (<400 °C) so that low-melt ing-po int 
substrates or films (e.g., A l or polymers) can be coated. Therefore, cons id 
erable effort has been expended to form high-qual i ty si l icon ni tr ide films b y 
P E C V D . 

A cr i t ical aspect of si l icon n i t r ide deposit ion by P E C V D is that a s ig
nificant concentration of hydrogen ( > 1 0 2 1 / c m 3 ) is present i n the deposited 
films (217-223). F o r this reason, s i l icon n i t r ide w i l l be referred to as S i N x H y . 
T h e hydrogen originates from S i H 4 or N H 3 , the typical reactants for P E C V D . 
F o r the most part, hydrogen is bonded to e i ther si l icon (~75%) or nitrogen 
( -25%) (217, 218, 220, 223). T h e exact concentration and chemical d i s t r i 
but ion o f hydrogen greatly affect film properties such as refractive index, 
etch rate, optical absorption edge, stress, and electrical conduct iv i ty . 
T h e concentrations and bond ing configurations of S i , N , and H depend 
upon deposit ion and plasma conditions such as pressure, reactant ratio, r f 
power, r f frequency, and substrate temperature (217-224). I n addit ion , re 
arrangement of hydrogen bonds i n the film or diffusion o f hydrogen out 
of the film can cause instabilities i n devices fabricated w i t h S i N v . H y (225, 
226). 

I n general , an increase i n r f power density decreases the Si /Ν ratio i n 
the film (227-229). Because the b i n d i n g energy of the S i - Η b o n d is less 
than those o f the N - H and N - N bonds, an increase i n r f power should 
increase the concentration of reactive nitrogen species relative to the n u m b e r 
of reactive si l icon species and thereby decrease the Si /Η ratio i n the film. 
A t h igh power densities and at h igh temperatures, the Si/Ν ratio approaches 
0.75, w h i c h is the stoichiometric ratio for S i 3 N 4 . 

M u c h o f the data on film etch rate, density, refractive index, and con
duct iv i ty can be correlated to the concentration and bond ing configuration 
of hydrogen i n the films. T h e total hydrogen concentration decreases w i t h 
increasing temperature and decreasing frequency (219, 221, 227, 230, 231). 
W i t h increasing substrate temperature, adsorbed surface species have more 
energy, can preferential ly form S i - N bonds, and thereby release hydrogen. 
S imi lar effects are operative at l ow frequency (<4 M H z ) , where adatom 
mobi l i ty and hydrogen removal by sputtering are favored. T h e correlation 
between the effects of deposit ion temperature and ion bombardment i n 
S i N t H y is shown i n F i g u r e 12 (221). W h e n adequate thermal energy is 
available (deposition temperature > 300 °C), the total hydrogen content i n 
the film is control led by thermal ly activated desorption. B e l o w 300 °C, the 
hydrogen concentration is determined by ion bombardment . 

T h e hydrogen content of S i N x H y produced by P E C V D can be reduced 
but not e l iminated i n several ways. T h e use of N 2 rather than N H 3 as the 
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Figure 12. Hydrogen concentration versus temperature for silicon nitride lay
ers deposited by PECVD. (seem is standard cubic centimeters per minute.) 
(Reproduced with permission from reference 221. Copyright 1985 The Elec

trochemical Society, Inc.) 

nitrogen source reduces the amount of Η i n the film, but difficulty is often 
encountered w i t h s i l i con-r ich films because of the strong N - N bond (232). 
E v e n w i t h N 2 , h i g h temperatures and power levels are needed to effectively 
m i n i m i z e Η (228). H y d r o g e n can also be scavenged by incorporating a flu
or ine-containing reactant so that Η content is reduced by formation of H F 
that is removed from the chamber. However , w h e n S i F 4 or S i F 2 is used as 
a reactant w i t h N 2 - H 2 mixtures, large concentrations of fluorine (10-25 atom 
%) are incorporated into the films (233). T h e S i - F bonds i n such films can 
hydrolyze upon postdeposition exposure to air (234) to form si l icon oxynitr ide 
films. 

A n alternative but effective way to scavenge hydrogen is to use N F 3 - N H 3 

mixtures as the nitrogen source (234). W i t h this nitrogen source, lower 
concentrations of F (<8 atom %) can be incorporated i n the films b y alter ing 
the N F 3 / N H 3 ratio. F i n a l l y , the use of downstream P E C V D i n w h i c h only 
N H 3 - H e or N H 3 - A r mixtures are plasma excited has shown promise i n 
m i n i m i z i n g the formation of S i - H bonds (or N - H bonds w i t h N 2 - H e mix 
tures) (50). 

H y d r o g e n is not the only impur i ty frequently incorporated into S i N I H y 

films produced by P E C V D . Oxygen is generally found i n the films and is 
be l ieved to come from desorbed water vapor from reactor walls or from smal l 
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430 MICROELECTRONICS PROCESSING: CHEMICAL ENGINEERING ASPECTS 

vacuum system leaks. E v e n small quantities of oxygen reduce the refractive 
index, increase the etch rate, and decrease the f i lm stress (221, 235). 

S i N j H y can be deposited by P E C V D w i t h either a compressive or a 
tensile stress, depending upon the deposit ion conditions. A l t h o u g h r f power, 
pressure, and temperature affect stress, r f frequency is a cr it ical parameter 
at l ow temperatures (<300 °C) (221, 236). A t low frequencies (<4 M H z ) , 
the stress is generally compressive, whereas at higher frequencies (especially 
at elevated pressures), tensile stress is often observed. U p o n postdeposition, 
high-temperature (>500 °C) heat treatments, the stress varies inversely w i t h 
hydrogen concentration; i n this study (221), the stress was independent of 
S i - Η content but increased l inearly w i t h decreasing N - H concentration. If 
the stress l eve l of S i N v H y deposited by P E C V D is too h igh , the films crack 
either d u r i n g or after deposit ion or after subsequent heat treatments (235, 
237). F i l m stress can significantly affect adhesion. 

Silicon Dioxide. S i O z layers produced by P E C V D are useful for 
intermetal d ie lectr ic layers and mechanical or chemical protect ion and as 
difiusion masks and gate oxides on compound-semiconductor devices. T h e 
films are generally formed by the plasma-enhanced reaction of S i H 4 at 
200-300 °C w i t h nitrous oxide ( N 2 0 ) , but C O , C 0 2 , or 0 2 have also been 
used (238-241). O t h e r si l icon sources inc lud ing tetramethoxysilane, m e t h y l 
dimethoxysi lane, and tetramethylsi lane have also been investigated (202). 
Diborane or phosphine can be added to the deposition atmosphere to form 
doped oxide layers. 

L i k e S i N x H y deposited by P E C V D , S i 0 2 films deposited by P E C V D 
contain hydrogen (203, 240, 242). Because of the enhanced reactivity of 
oxygen w i t h S i H 4 fragments compared w i t h nitrogen species, lower con
centrations of hydrogen are present i n S i 0 2 (2-9 atom %) than i n S i N x H y 

(15-30 atom %) films. T h e pr imary bond ing configurations for H are S i H , 
S i O H , and H 2 0 (240, 242). T h e d istr ibut ion of hydrogen between these 
moieties depends upon deposit ion conditions. The electrical properties of 
S i 0 2 films are improved i f S i O H bonds are m i n i m i z e d (203). Because of the 
use of N 2 0 , a small amount of Ν (<5 atom %) is also incorporated into the 
deposited films. 

T h e properties of s i l icon dioxide films also depend upon a l l plasma 
deposit ion parameters. Temperature is the crit ical parameter (240), although 
the compressive stress l eve l varies w i t h r f frequency (237, 240). F i l m to
pography can be var ied d u r i n g deposition by altering ion bombardment 
conditions (242, 243). I n particular, the incorporation of A r i n the deposit ion 
atmosphere enhances sputtering and thus promotes conformai step coverage 
d u r i n g film formation (243). 

Conducting Films. To improve adhesion, grain structure, and step 
coverage of metal films at l ow temperatures, m u c h interest has been centered 
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8. HESS & GRAVES Phsma-Enhanced Etching and Deposition 431 

recently i n P E C V D . O n e of the major l imitations of this approach to metal 
deposit ion is the availability of suitable source vapors. Genera l ly , reactant 
species are halides, carbonyls, or alkyls. In the reactive plasma atmosphere, 
halogens, carbon, or oxygen are therefore often incorporated into the de
posited film. Because metal l ic - f i lm properties are highly sensitive to smal l 
concentrations of impurit ies present i n the film, the incorporation of these 
atoms, as w e l l as oxygen from leaks and chamber outgassing, must be m i n 
i m i z e d i n order to produce low-resistivity films. In addit ion, the halogen 
atoms are often etchants for the deposit ing film material . This situation 
results i n a dynamic e q u i l i b r i u m between etching and deposit ion so that 
deposit ion rates may be low. Nevertheless , a number of film materials have 
been formed, albeit generally w i t h higher than bulk (or even evaporated, 
sputtered, or deposited by C V D ) resistivities. I n certain cases, the elevated 
resistivities may also be due to metastable-phase formation (244). A summary 
of these film materials, their deposition conditions, and the ir resistivities is 
shown i n Table V (201, 245-253). 

C a r b o n . C a r b o n films have recently generated considerable interest 
because of their potential ly useful properties: electrical insulation, thermal 
conductivity , optical transparency, chemical resistance, and mechanical 
hardness. M u c h of the effort has centered around amorphous carbon (a-C), 
w h i c h is a metastable phase of carbon that contains hydrogen and displays 
properties that are intermediate between those of graphite and d iamond 
(254-256). Numerous hydrocarbons have been used as source gases, i n 
c lud ing methane, acetylene, ethylene, propane, butane, and benzene 
(254-259). A l though these films are often referred to as d iamond- l ike , at 
least at P E C V D deposition temperatures below —400 °C, at least one h y 
drogen is bonded to each carbon atom (256). A t —425 °C, deposited films 
have properties s imilar to those of graphite, a fact suggesting that a-C is 
metastable w i t h respect to graphite, perhaps because of the removal of 

Table V. Summary of Conducting Films Deposited in rf Glow Discharges 

Film Reactants 

Electrode 
Temperature 

(°C) 
Pressure Frequency 
(Pascal) (MHz) 

As-Deposited 
Sheet 

Resistivity 
(amy Reference 

W W F 6 + H 2 350 27 4.5 2 246 
Mo M o F 6 + H 2 350 27 4.5 400 246 

M0CI5 + H 2 430 - - (500) 247 
WSi x W F e + S i H 4 230 80 13.56 (-500) 248 
MoSij M0CI5 + S iH 4 400 _ - (800) 247 
TiSi x T i C l 4 + S iH 4 450 267 0.05 15-20 249 

TiSi, + S iH 4 350 133 0.3 _ 250 
TaSi, TaCl 5 + S1H2CI2 + H 2 650 200 0.6 (70) 251 
T i N , T i C l 4 + N H 3 + H 2 600 27 13.56 30 252 
TiB, T i C l 4 + BCI3 + H 2 600 40 15 (200) 253 

"Numbers in parentheses are resistivities in microohm-centimeter. 
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432 MICROELECTRONICS PROCESSING: CHEMICAL ENGINEERING ASPECTS 

hydrogen w i t h the subsequent collapse of the C - H structure (256). P o l y -
crystall ine and crystall ine d iamond films have been formed (260-262), a l 
though the exact nature of the reactions needed to form crystallites is not 
yet clear. Theories inc lude hydrogen atom generation or the specific energy 
of certain plasma-excited hydrocarbon fragments. 

Summary and Conclusions 

G l o w discharges or plasmas have been used extensively to promote chemical 
reactions for th in - f i lm etching and deposition i n a variety of technologically 
important areas. T h e reactive chemical atmosphere and complex d is 
charge-surface interactions i n these systems permi t the attainment of un ique 
etch profiles and film properties. 

A t present, reproduc ib i l i ty and control are the pr imary l imitations to 
the implementat ion o f plasma processes; c learly, the large n u m b e r of in ter 
acting parameters accounts for such problems. In addit ion, deposit ion and 
etching processes are inordinately sensitive to small (part-per-bill ion) con
centrations of impuri t ies . These difficulties can be overcome only by careful 
investigation of the complex chemistry and physics o f g low discharges. 

M u c h progress has been made i n recent years. M a n y of the r equ i red 
gas-phase parameters (reaction rates, cross sections, species concentrations, 
etc.) can be measured, even though the necessary attempts have not been 
mounted i n a l l cases. 

T h e pr inc ipa l imped iment to effective process design and analysis is the 
l imi ted understanding of synergistic effects due to i on , photon, and electron 
bombardment of sol id surfaces d u r i n g etching and deposit ion. F u n d a m e n t a l 
relationships must be established between the gas-phase chemistry; the 
surface chemistry as modif ied by radiation; and etch profiles, rates, selec-
t ivit ies, and film properties. 

Th i s lack of fundamental understanding of the science and engineer ing 
of plasma processing is reminiscent of the situation i n the catalytic field a 
few decades ago. W i t h the proper research efforts i n surface- and gas-phase 
chemistry, engineering, and reactor design, most of the current problems 
can be overcome, and the ult imate capabilities of plasma processing can be 
real ized. 
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Interconnection and Packaging 
of High-Performance Integrated 
Circuits 
Ronald J. Jensen 

Sensors and Signal Processing Laboratory, Honeywell, Bloomington, MN 55420 

The increasing density and speed of advanced integrated circuits (ICs) 
have created a need for new materials, processes, and designs for 
packaging and interconnecting the chips. Conventional single-chip 
packaging frequently limits the overall density and performance of 
electronic systems. These limitations are overcome by a variety of 
customized multichip-packaging approaches that provide short and 
dense chip-to-chip interconnections. Single-chip-packaging ap
proaches and their limitations in the packaging of high-performance 
ICs are reviewed in this chapter. The advantages and the geometrical, 
electrical, and thermal design considerations for multichip packaging 
are described. Current multichip-packaging technologies are re
viewed, with emphasis on those technologies that use thin-film proc
esses to achieve high-density interconnections in multiple layers of a 
thin-film conductor and a polymer dielectric. Material and process 
options for these thin-film multilayer interconnections are discussed, 
followed by several recent demonstrations of the technology. Finally, 
some emerging technologies for even higher performance packaging 
and interconnection are examined. 

T H E I N V E N T I O N O F T H E I N T E G R A T E D C I R C U I T (IC) i n 1958-1959 was m o 
t ivated by the interconnect ion prob lem. T h e h igh cost, large size, and poor 
re l iabi l i ty of discrete solid-state components severely l i m i t e d the per form
ance of digital e lectronic systems (I). Since the introduct ion of the I C , system 
performance has been enhanced pr imar i ly through increased levels o f i n 
tegration and faster devices on the chip , whereas IC-packaging and inter 
connection technologies have been relatively unchanged. 

0065-2393/89/0221-0441$15.60/0 
© 1989 American Chemical Society 
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442 MICROELECTRONICS PROCESSING: C H E M I C A L ENGINEERING ASPECTS 

W i t h the conventional technology, I C s are mounted ind iv idual ly i n plas
tic or ceramic single-chip packages (SCPs) , such as dual - in - l ine packages 
(DIPs) or chip carriers, and the S C P s are interconnected on pr in ted w i r i n g 
boards (PWBs) . T h e n u m b e r of pins on S C P s has increased significantly, 
and l ine widths on P W B s , l ike I C feature sizes, have fol lowed a historical 
downward t rend (2). H o w e v e r , the basic S C P - o n - P W B approach has re 
mained predominant . 

Interconnection and Packaging Requirements 

T h e h igh levels of integration and fast switching speeds of advanced I C s , 
such as very-large-scale I C s ( V L S I C s ) and G a A s digital I C s , impose unique 
demands on the package and interconnections between chips. Some typical 
characteristics anticipated for I C s i n the next 5 -10 years (3) are the fol lowing: 

• M a x i m u m die size, 2.5 by 2.5 c m 

• I n p u t - o u t p u t p ins , 1000 

• Signal rise t ime , 100 ps 

• Power supply voltage, 1.5 V 

• Noise tolerance, 0.5 V 

• Simultaneously switching I / O s , 256 

• Power dissipation, 10-100 W 

T h e large n u m b e r of inputs and outputs (I /Os) on V L S I C s (currently 
200-300 and u p to 1000 anticipated i n the 1990s) requires high-density 
bonding from the ch ip to the package and dense interconnections between 
chips. C h i p s must be closely spaced to m i n i m i z e interconnection lengths 
and , thus, the propagation delay for signals between chips. T h e propagation 
delay can become a significant fraction of the clock cycle t ime. Short signal 
rise times (<100 ps for G a A s digital ICs) require interconnections that are 
designed and fabricated as transmission l ines , w i t h control led characteristic 
impedance to prevent reflections, low resistance to m i n i m i z e signal atten
uation and dispersion, and sufficient spacing between adjacent lines to m i n 
imize crosstalk. 

Because of low power supply voltages and low noise margins, power 
distr ibut ion l ines or planes must have low resistance to m i n i m i z e voltage 
drops and low inductance to m i n i m i z e the noise induced by a large n u m b e r 
of s imultaneously switching I / O s . H i g h power dissipation and chip packing 
densities require materials and designs that can efficiently transfer heat away 
from the chip . F i n a l l y , the h igh cost of advanced ICs and the severe e n v i 
ronments under w h i c h they must perform place a p r e m i u m on the stability 
of the packaging materials and the re l iabi l i ty of the assembled system. 
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9. JENSEN Interconnection and Packaging 443 

Convent iona l single-chip-paekaging technologies are often unable to 
meet these combined requirements , and the performance of advanced sys
tems is again becoming l i m i t e d by the packaging and interconnect ion tech
nologies, as it was before the advent of the I C , M u l t i c h i p packages ( M C P s ) 
containing a n u m b e r of bare ICs interconnected on a common substrate 
overcome many of the l imitations of single-chip packaging, but a n u m b e r of 
new challenges are created by this new packaging approach. 

N e w materials and processes are needed to provide the high-density , 
mult i layer interconnections between chips i n M C P s . High- thermal - conduc 
t iv i ty substrates, low-dielectric-constant dielectrics, and high-conduct iv i ty 
conductors are requ i red for o p t i m u m performance. N e w models and com
puter -a ided design ( C A D ) tools are be ing developed to route the dense 
interconnections and to simulate the electrical , thermal , and mechanical 
performance of the package before fabrication. Advanced testing and assem
bly methods are needed to populate the M C P s w i t h functional ICs and to 
interface the packages w i t h the rest of the system. 

T h e development of new packaging technologies, w h i c h is a h igh ly i n 
terdisc ipl inary effort, involves many trade-offs between design requirements 
and material and process l imitations and is gaining increasing importance 
and recognition w i t h i n the microelectronic industry. 

Conventional IC Packaging 

Function and Scope of IC Packaging. T h e package of an electronic 
system performs several functions. T h e package must mechanical ly support 
the I C s , protect the I C s from adverse environmental effects, distr ibute elec
tr ical power , remove heat from the chips, and provide signal interconnec
tions between the I C s and the rest of the system. 

I n large systems such as mainframe computers, packaging is typical ly 
d i v i d e d into three levels (Figure 1) (4). A t the first l eve l of packaging, the 
I C is mounted on a single- or mul t i ch ip carrier , bonds are made to provide 
electrical contact between the chip and carrier, and the package is sealed. 
A t the second leve l , a n u m b e r of I C packages and other discrete components 
are interconnected by mount ing them onto a P W B or card, w h i c h is made 
usually from laminated layers of fiberglass-reinforced epoxy w i t h p r i n t e d 
conductor patterns. T h e package is connected to the P W B by insert ing pins 
into holes i n the board or b y soldering the package to the surface of the 
P W B . A t the t h i r d l eve l of packaging, the cards are connected to a back 
plane or card rack, w h i c h interfaces w i t h the rest of the system through 
mult iconductor cables. 

T h e focus of this chapter is the first l eve l of I C packaging, that is, the 
S C P or the M C P . H o w e v e r , many important advancements are st i l l be ing 
made at the second and t h i r d levels of packaging. These advances inc lude 
improved materials and fabrication technology for P W B s (5-7) and new 
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444 MICROELECTRONICS PROCESSING: CHEMICAL ENGINEERING ASPECTS 

Figure 1. Hierarchy of packaging structures in a large electronic system. 
(Reproduced with permission from reference 4. Copyright 1983 Scientific 

American, Inc.) 

assembly processes for mount ing I C packages to P W B s . I n particular, surface 
mount technology (SMT) , probably the most significant current development 
i n conventional packaging, has been extensively investigated (8-11). 

Also outside the scope of this chapter but of great importance i n first-
leve l packaging technology are the materials and processes used to attach 
(12) and electrical ly bond the chips to packages by techniques such as w i r e 
bond ing (13, 14), tape-automated bonding (TAB) (15-17), and contro l led-
collapse flip-chip bonding (18-20). Comprehens ive reviews of packaging and 
assembly technology (4, 21-2S) are available, and updates of recent trends 
i n packaging appear periodical ly (26-28). Reference 25 is a comprehensive , 
up-to-date handbook on microelectronic packaging. 

S i n g l e - C h i p P a c k a g i n g . Dual-ln-Line Package. T h e predominant 
form of I C packaging throughout the 1960s and the 1970s was the d u a l - i n 
l ine package (DIP) , a rectangular ceramic or plastic housing w i t h a row of 
metal leads along each of the two long sides (Figure 2). M o l d e d plastic D I P s 
are used for low-cost applications, whereas glass-sealed ceramic D I P s are 
used for high-re l iabi l i ty applications that require hermet ic sealing of the 
chip . T h e D I P is attached to a P W B by insert ing and soldering the leads 
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9. JENSEN Interconnection and Packaging 445 

Figure 2. Cutaway view of a dual-in-line package. (Reproduced with permission 
from reference 27. Copyright 1986 Technical Publishing.) 

into holes on the board. T h e holes are on a standard p i t ch (center-to-center 
spacing) of 0.100 i n . (0.254 cm). T h e standard sizes and footprints of D I P s 
have contr ibuted greatly to the standardization of P W B s and of assembly 
and testing equipment i n the electronic industry (27). 

T h e D I P st i l l accounted for 8 0 % of a l l I C packaging i n 1985 (28). A l t h o u g h 
the use of D I P s is decreasing, the D I P w i l l continue to be an inexpensive 
format for packaging smal l - and m e d i u m scale I C s w i t h 10 -20 leads. F o r 
chips w i t h higher lead counts, the D I P consumes too m u c h board area, and 
the large distance from the ch ip to the outer pins causes a degradation i n 
electrical performance. T h e largest D I P , w i t h 64 leads, requires nearly 3 
i n . 2 (19.4 cm 2 ) of board area. A chip carrier w i t h leads along four sides can 
accommodate 128 leads i n the same area, and a p i n gr id array package can 
have 256 leads. 

Surface-Mounted Packages. The most significant t rend i n conven
tional packaging technology d u r i n g the 1980s has been the replacement of 
insert ion-mounted packages w i t h components that are soldered to the surface 
of the P W B . Surface mount ing eliminates through-holes i n the P W B and 
thus reduces its cost and increases the w i r i n g density. Surface mount ing also 
permits a finer lead p i t ch and allows packages to be mounted closely together 
on both sides of the P W B . F i g u r e 3 shows a section of a P W B populated 
w i t h surface-mounted leadless ceramic chip carriers. 

T h e most prevalent surface-mounted packages are the small -outl ine I C s 
(SOIC) and leaded and leadless ch ip carriers. T h e S O I C (Figure 4) is s imi lar 
to a plastic D I P but is flatter, shorter, and contains 8 -28 gu l l -wing leads on 
0.050-in. (0.13-cm) centers. Because of the finer lead p i t ch , the S O I C has 
a size advantage over the D I P of about 3:1 and w i l l continue to replace m u c h 
of the D I P market for small I C s throughout the 1990s (28). 

C h i p carriers are square ceramic or plastic packages w i t h leads on four 
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446 MICROELECTRONICS PROCESSING: CHEMICAL ENGINEERING ASPECTS 

Figure 3. Printed wiring board with surface-mounted leadless ceramic chip 
carriers. 

sides. T h e leads are typical ly on 0.050-in. (0.13-cm) centers, but they can 
also be on 0.040- and 0.025-in. (0.102- and 0.064-cm) centers and even on 
0.011-in. (0.028-em) centers for some customized packages (29). Plast ic -
leaded chip carriers ( P L C C s ) w i t h J-shaped leads (Figure 5), in i t ia l ly the 
most common ch ip carrier (28), are available w i t h up to 124 leads. H o w e v e r , 
problems w i t h solder jo int re l iabi l i ty on J-shaped leads have l e d to the greater 
use of gu l l -w ing leads, l ike those on the S O I C . 

L e a d e d and leadless ceramic chip carriers can be hermetical ly sealed. 
Because of this property , these packages are important i n medica l , space, 
and mi l i tary applications. Leadless ceramic chip carriers ( L C C C s ) are at
tached to the P W B w i t h solder fillets rather than metal leads. T h e solder 
bond supports the package and provides a standoff between the package and 
board. Leadless packages have the highest possible packing density on a 
P W B (Figure 3). However , the biggest technical p rob l em w i t h the surface 
mount ing of L C C C s (and large leaded ch ip carriers) is fatigue of the solder 
bonds because of the mismatch between the thermal expansion of ceramic 
packages and that of the glass-filled po lymer P W B . Extens ive work has been 
done to analyze these failures and to develop soldering and P W B materials 
and designs that improve the re l iabi l i ty of surface mount ing (30, 31). 

Pu
bl

is
he

d 
on

 M
ay

 5
, 1

98
9 

on
 h

ttp
://

pu
bs

.a
cs

.o
rg

 | 
do

i: 
10

.1
02

1/
ba

-1
98

9-
02

21
.c

h0
09



9. JENSEN Interconnection and Packaging 447 

Figure 4. Small-outline IC package with 16 gull-wing leads on a 50-mil pitch 
(1 mil = 0.001 in. = 25.4 μτη). (Reproduced with permission from reference 

28. Copyright 1985 Institute of Electrical and Electronics Engineers.) 

Figure 5. Plastic-leaded chip earner with J-shaped leads. (Reproduced with 
permission from reference 28. Copyright 1985 Institute of Electrical and Elec

tronics Engineers.) 
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448 MICROELECTRONICS PROCESSING: CHEMICAL ENGINEERING ASPECTS 

Pin Grid Arrays. Standard chip carriers are l i m i t e d to I C s w i t h 124 
or fewer leads. M a n y V L S I C s w i t h higher lead counts are now be ing de 
ve loped, and the predominant package for these chips is the ceramic p i n 
gr id array (PGA) (27, 28). Plastic P G A s have also been introduced recently 
(26, 32). Typica l ly , the P G A is a mult i layer ceramic package w i t h pins brazed 
to the bottom i n an area gr id array. T h e standard p i n p i t ch is 0.100 i n . (0.254 
cm), but a 0.050-in. (0.013-cm)-pitch P G A has been developed for some 
packages w i t h very h igh lead counts. T h e ch ip cavity may be on top of the 
package or on the same side as the pins to permi t fu l l contact to the top of 
the package for cool ing. 

A 270-pin cofired ceramic P G A containing a tape-automated-bonded I C 
is shown i n F i g u r e 6. I n this P G A , the decoupl ing capacitors are on top of 
the package, and the ch ip cavity is surrounded by a seal r i n g to w h i c h a 
metal l i d can be we lded . A n area area at the bottom of the package is c leared 
of pins to contact a heat-dissipating structure on the P W B . This package 
represents the state of the art i n high-lead-count single-chip packaging. 

A l though the P G A achieves the highest possible n u m b e r of I / O in ter 
connections for a g iven board area, it greatly increases the cost and c o m 
plexity of the P W B because of the large n u m b e r of leads and the need for 

Figure 6. Cofired ceramic pin grid array package with 270 pins and a tape-
automated-bonded IC. 
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9. JENSEN Interconnection and Packaging 449 

through-holes i n the board. F o r this reason, surface-mounted S C P s w i t h 
fine-pitch per iphera l leads are beg inning to replace high-lead-count P G A s . 
Also , the ceramic P G A is generally the most expensive type of S C P because 
of the h igh tool ing charges for fabricating mult i layer ceramics w i t h brazed 
and plated pins. 

Limitations of Singh-Chip Packaging. A l l of the single-chip packaging 
approaches just discussed impose fundamental l imitations to ch ip density 
and system performance. T h e S C P is basically a p i tch extender; it provides 
a fan-out from the fine p i t ch of I / O pads on the chip (typically 0 .005-0.010 
i n . [0.013-0.025 cm]) to the larger p i t ch of interconnection l ines on a P W B 
( m i n i m u m of 0.010 i n . [0.025 cm]). T h e package size is usually de termined 
by the density of S C P - t o - P W B connections. Packages w i t h very h igh I / O s 
have a h igh ratio of package area to ch ip area and a large number of con
nections, because there are two connections for each lead, one from the ch ip 
to the package and one from the package to the board. T h e re l iabi l i ty of a 
system is inversely related to the total n u m b e r of connections (21); thus 
mainta ining the re l iabi l i ty of high-lead-count S C P s presents a significant 
challenge. 

Single-chip packaging can also l imi t system performance. T h e large d is 
tance between S C P s results i n large signal propagation delays, w h i c h can 
l i m i t the clock speed i n high-performance systems. T h e large resistance and 
capacitance of the long interconnection l ines increase signal delay and deg
radation and consume addit ional power from I C output drivers . M a n y i m p e d 
ance discontinuities and reflection points exist for signals passing through 
the bonds, leads, and P W B interconnections between S C P s . C o n t r o l l i n g 
impedances a n d p r o v i d i n g adequate g r o u n d i n g for h i g h - s p e e d signals 
throughout this path are very difficult tasks. 

Multichip Packaging. A solution to these problems is to mount a 
n u m b e r of I C s closely together on a common substrate w i t h i n an M C P . T h e 
obvious advantages of the M C P are the reduct ion in the overal l size and 
weight of the package and, thus, the reduct ion i n the size and cost of the 
system. T h e re l iab i l i ty of the system is also improved , because the chip- to -
chip interconnections can be accomplished w i t h i n the package, w h i c h re 
duces the n u m b e r of package-to-board connections. 

T h e M C P significantly enhances the speed and reduces the power con
sumption of the system. Because the ICs are spaced closely together, the 
interconnection length and propagation delay are greatly reduced , and faster 
clock speeds are possible. T h e short interconnections also reduce the need 
for l ine terminat ion to prevent reflections. Characterist ic impedance is better 
control led w i t h i n the M C P , and fewer signal reflection points exist. F i n a l l y , 
the power dissipation of output drivers can be reduced because of the lower 
resistive losses and capacitive load of the interconnection. 
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450 MICROELECTRONICS PROCESSING: C H E M I C A L ENGINEERING ASPECTS 

Increasing the ch ip density on an M C P presents several new problems. 
F i r s t , the high-density interconnections between chips require processes 
that are capable of patterning high-resolution, high-aspect-ratio features i n 
mul t ip le conductor layers on relatively large substrates. T h e cross section 
of the conductor l ines must be large to maintain l ow resistive losses, and 
the dielectr ic layers must be thick to m i n i m i z e capacitance. H o w e v e r , the 
rout ing p i t ch must be kept smal l . 

T h e d is tr ibut ion of power to a large n u m b e r of ICs is another crucia l 
issue; the power must be d is tr ibuted through planes that are tapped at many 
points to m i n i m i z e voltage drops and the noise induced by a large n u m b e r 
of s imultaneously switching circuits . Another potential source of e lectr ical 
noise that must be control led is crosstalk between the closely spaced in ter 
connection l ines carry ing high-frequency signals. F i n a l l y , the removal of 
heat from closely spaced, h igh-power ICs requires efficient heat transfer 
through the package and to the ambient . T h e next section w i l l describe i n 
more detai l the geometrical , e lectrical , and thermal design requirements of 
M C P s and their impact on material properties and physical dimensions. 

Design Requirements for High-Performance Packaging 

Geometrical Requirements. T h e m a x i m u m packing density of chips 
on an M C P is de termined by one of the fol lowing factors: (1) the n u m b e r 
and spacing o f off-package connections, (2) the area requ i red for ch ip bond ing 
and other accessible features on the surface of the package, (3) the m a x i m u m 
density of interconnect ion l ines, or (4) the m a x i m u m power density. I n 
addit ion , processing or assembly capabilities can place an upper l i m i t on the 
package size. T h e first three factors, w h i c h pertain to the interconnect ion 
geometries of an M C P , are discussed i n the fol lowing sections. 

Off-Package Connections. The number of terminals needed to con
nect randomly a cluster of logic circuits (such as a chip or an M C P ) to the 
rest of a system is predic ted by a we l l -known empir i ca l power law relationship 
k n o w n as R e n t s rule : 

t = ACP (1) 

where t is the n u m b e r of terminals , C is the n u m b e r of circuits i n the cluster, 
A is an empir i ca l parameter related to the number of terminals per c ircuit , 
and ρ is the Rent exponent (<1.0), w h i c h is related to the architecture of 
the system, w i t h more-paral le l architectures having higher values of p. 

Rent 's rule can be appl ied at many levels of packaging, i n c l u d i n g chips, 
M C P s , cards, or boards. Values of 2.5 for A and 0.6 for ρ have been e m -
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9. JENSEN Interconnection and Packaging 451 

pir ical ly der ived for large data-processing systems (4). Thus the number of 
signal I / O s on a chip (f c h i p) is g iven by 

*chiP
 = 2 . 5 C c h i p

0 6 (2) 

where C c h i p is the n u m b e r of circuits (i .e. , gates) on the chip . T h e n u m b e r 
of off-package I / O s on an M C P ( i M C P ) containing Ν chips is given b y 

f M C P = 2 . 5 ( C c h i p A 0 0 - 6 = U i p N 0 6 (3) 

C o m p a r e d w i t h Ν S C P s , the M C P reduces the total n u m b e r of in ter 
connections by a factor of N0A. 

T h e n u m b e r of I / O s predic ted by Rent 's rule is often large for an M C P . 
H o w e v e r , Rent 's rule assumes random interconnection to the rest of the 
system. M a n y systems can be part it ioned into functional blocks (such as a 
microprocessor) that require significantly fewer interconnections to the rest 
of the system and, thus, break Rent's rule . This part i t ioning of the system 
into functional blocks containing a feasible n u m b e r of chips is the first cruc ia l 
decision i n designing an M C P and often determines the number of chips 
and, thus, the size of the M C P . 

I n addit ion to signal I / O s , off-package connections are requ i red to supply 
power and ground to the M C P . T h e n u m b e r of power and ground pins 
depends on the c ircuit technology. B ipo lar circuits generally require more 
power than do M O S (metal -oxide-semiconductor) circuits and thus require 
more paral le l pins to reduce voltage drops. As many as 3 0 % of the pins on 
an M C P may be requ i red for off-package power and ground connections. 

T h e m i n i m u m size of the M C P may be l i m i t e d by the spacing of the 
off-package connections. I f the connections are on a square gr id array w i t h 
a center-to-center spacing of P ^ , the side length of the package must be 
at least Î M C P 0 ' 5 ^ ^ - I f the I / O s are on the per imeter of a square package 
w i t h a p i t c h of P p e r i m , the side length of the package must be 0.25f M C P P p e r i m . 
F o r S C P s , the off-package I / O s often l imi t the size of the package; however , 
the size of a wel l -part i t ioned M C P w i l l often be l i m i t e d by other factors 
such as interconnection density. 

Surface Features. A n u m b e r of features must be accessible on the 
top surface of the package. These features may be used to attach components 
or to test and repair defects and inc lude chip attach pads; bond ing pads; 
testing points; pads for repair or design changes; pads for discrete compo
nents, such as terminat ion resistors and decoupl ing capacitors; off-package 
I / O pads; and seal rings. T h e size and spacing of most of these features 
depend on the specific bonding and assembly technologies. I n general , b o n d 
ing footprints have not decreased i n size as m u c h as chip or package inter -
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452 MICROELECTRONICS PROCESSING: CHEMICAL ENGINEERING ASPECTS 

connections have and thus may l i m i t the ch ip packing density for h i g h - I / O 
chips. 

T h e largest features on an M C P are the chip footprints, w h i c h inc lude 
the die attach pads and bond ing pads. T h e bonding pads are usually placed 
on a single or a double r ow around the per imeter of the chips. C u r r e n t l y , 
the highest density per imeter -bonding technology is tape-automated b o n d 
ing (TAB) , w h i c h can achieve a 100-mm p i t ch for inner lead bonds to the 
chip (19) and a somewhat larger p i t ch for outer lead bonds to the package 
or P W B (29). B o n d i n g techniques that mount the chip face down ("flip-chip") 
and that electrical ly connect the chip through a gr id array of solder bumps 
(termed "controlled-col lapse ch ip connections" or C 4 bonding) can achieve 
the highest bond ing and ch ip packing density, w i t h chips nearly touching 
one another (18, 19). H o w e v e r , i f engineer ing change pads or repair pads 
are requ i red , the ch ip footprint for flip-chip bond ing w i l l be expanded (see 
F i g u r e 14). 

F i g u r e J shows an example of the top surface features of an M C P de 
signed for electrooptical-signal-processing applications (33). T h e M C P has 
18 chip attach pads surrounded by dumbbel l - shaped pads for wire bond ing 
and repair. T h e top surface also contains off-package I / O s along two sides, 
wide power d istr ibut ion l ines , and sites for decoupl ing capacitors. I n this 
design, the package size o f 2.25 b y 2.25 i n . (5.7 by 5.7 cm) was de termined 
by the top-layer features rather than by the m a x i m u m interconnect ion d e n 
sity. 

Wirability. Signal interconnections on an M C P are normal ly routed 
on mul t ip le orthogonal layers of conductor l ines. W i r a b i l i t y refers to the 
extent to w h i c h a l l of the interconnections i n a package are routed on a given 
n u m b e r o f layers and w i t h a g iven l ine p i t ch . C A D tools are normal ly re 
qu i red to route the interconnections on a complex M C P , but an estimate of 
wirabi l i ty can be obtained b y us ing statistical relationships such as Rent 's 
rule combined w i t h geometrical arguments. 

If no branching is assumed such that each interconnection contains two 
end points (a worst-case assumption), the total n u m b e r of interconnections 
( i t o t ) to be routed on an M C P is one-half the number of terminals : 

I t o t = 0 .5(IVi c h i p + *MCP) (4) 

E a c h interconnect ion is broken up into an average number of segments, 
sh that w i l l be routed on orthogonal layers. E a c h rout ing layer contains a 
number of w i r i n g channels de termined by the package side length, L , d i 
v i d e d by the rout ing p i t ch , d. E a c h channel contains an average n u m b e r of 
segments, st. T h e total n u m b e r of segments available on η layers must at 
least equal the total n u m b e r of segments required . 

nstL/d = sjtat (5) 
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9. J E N S E N Interconnection and Packaging 453 

Bonding pads Rework pads Die attach pad 

Figure 7. Metallization pattern for the top layer of a 2.25 by 2.25 in. (5.1 by 
5.1 cm) multichip package, with chip footpnnts, IIΟ pads, and other surface 

features. 

B y substituting equation 4 into equation 5, the equation for the package 
side length is der ived . 

L = (Sid/2nst)(Ntchip + tMC?) (6) 

Typica l values for s{ and s t i n an M C P computer module are three segments 
per interconnection and four segments per channel , respectively, and thus 

L = (3d/8n)(Ntchip + tM Cp) (7) 

Equa t ion 7 shows that the package size is direct ly proport ional to the con
ductor l ine p i tch (d) and the number of chip and package I / O s and inversely 
proport ional to the number of layers (n). 

F o r chips that are flip-chip bonded, addit ional conductor layers may be 
requi red to redistr ibute the I / O s from underneath the chip to the engi-
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454 MICROELECTRONICS PROCESSING: CHEMICAL ENGINEERING ASPECTS 

neer ing change or repair pads on the top layer (see F i g u r e 14). T h e layers 
requ i red for this redistr ibut ion can be der ived also from geometrical argu
ments (34). 

T h e geometrical factors l i m i t i n g M C P size may be i l lustrated w i t h an 
example of a n ine -ch ip M C P w i t h 200 I / O s per chip . Rent's rule predicts 
747 off-package signal I / O s . Add i t i ona l pins for power and ground might 
br ing the total to 1000 package pins. W i t h pins on a 0.25-cm-grid array, an 
8 by 8 c m substrate w o u l d be required . I f the chip bond ing pads are on a 
0.025-cm-perimeter p i t ch , the side length of each ch ip footprint w i l l be (200/ 
4)(0.025) = 1.25 c m , and nine chips w i l l require 3.75 by 3.75 c m . I f an 
interconnection rout ing p i t ch of 0.0125 c m and two rout ing layers are as
sumed, equation 7 predicts a package side length of 6.0 c m for signal i n 
terconnections. I n this case, the off-package I / O s determine the m i n i m u m 
size o f the package, although intel l igent part i t ioning w i l l l ike ly reduce the 
n u m b e r of I / O s . T h e substrate size w i l l then be l i m i t e d by interconnect ion 
rout ing density, a case that is typical for V L S I M C P s and that indicates the 
importance of fine-pitch conductor lines for signal routing. 

Electrical Requirements. As the rise times of digital circuits de 
crease and clock frequencies increase, the electrical characteristics of the 
package and interconnections become increasingly important. Signal in ter 
connections must be designed and fabricated as transmission l ines w i t h con
tro l led impedance and proper terminat ion. Reflections from impedance 
discontinuities and crosstalk between closely spaced lines must be m i n i m i z e d 
to prevent false switching. Conductor and dielectr ic losses must be m i n i 
m i z e d to l i m i t signal attenuation and rise t ime degradation. Power d i s t r i 
but ion networks must have l ow resistance to m i n i m i z e voltage drops and 
low inductance and capacitive decoupl ing to reduce voltage spikes caused 
by sudden current demands. T h e electrical design of high-performance pack
ages has been w ide ly discussed i n the l iterature (21, 35-45) . T h e important 
electrical characteristics of a high-performance package and the effects o f 
material properties and physical geometries on these characteristics are s u m 
mar ized i n the fo l lowing sections. 

Electrical Length. T h e electrical length of an interconnect ion deter
mines how it is designed and analyzed. A t ime-vary ing voltage imposed on 
one end of an interconnect ion w i l l propagate along the l ine w i t h a finite 
velocity. F o r electrical ly short l ines, the delay due to the interconnect ion 
can be ignored, and the voltage can be assumed to appear simultaneously 
at a l l points along the l ine . Short interconnections can be treated as a l u m p e d 
electrical e lement, such as resistance, capacitance, or both. However , for 
electrically long l ines, the current and voltage depend on posit ion and t ime , 
and the distr ibuted characteristics of the interconnection must be consid
ered. F r o m a design standpoint, long interconnections must be designed 
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9. JENSEN Interconnection and Packaging 455 

and fabricated as transmission lines w i t h control led characteristic impedance 
and proper terminations to avoid reflections. 

F o r digital c ircuits , the electrical length of the l ine can be defined 
relative to the signal rise t ime. A common rule of thumb for s imple l ines 
w i t h no branches is that interconnections must be treated as transmission 
lines w h e n the round- tr ip transit t ime of the signal, 2τρά1, exceeds the signal 
rise t ime, tr (37). This rule defines a crit ical l ine length (lc) g iven by 

lc ^ t r / 2 T p d (8) 

in w h i c h I is l ine length and T p d is the propagation delay per unit length of 
l ine , w h i c h is equal to the inverse of the phase velocity, u p . W h e n the cr i t ical 
l ine length is exceeded, reflections from the end of the l ine w i l l arrive at 
the receiver after the steady-state voltage is reached and may cause false 
switching. 

T h e cr i t ical l ine length may also be def ined relative to the wavelength 
of the highest frequency components of the signal. In the frequency domain , 
a digital signal can be represented by a discrete series of F o u r i e r harmonics 
(for a per iodic signal) or by a continuous F o u r i e r function (for a single pulse). 
To accurately transmit a signal of rise t ime tr, the bandwidth of the inter 
connection must inc lude frequencies from 0 to the m a x i m u m frequency, fmax 

= 0.5/t x (45-47). Thus the shortest wavelength (kmin) components are 

^ m i n = V / m a x = 2f r /Tpd (9) 

and by comparison w i t h equation 8 

lc > 0 .25X m i n (10) 

I n other words, transmission l ines are needed w h e n the interconnect ion 
length is greater than one-fourth of the wavelength of the highest frequency 
harmonic . 

F i g u r e 8 shows the required bandwidth and crit ical l ine length as a 
function of signal rise t ime or clock frequency, i n w h i c h the clock cycle t ime 
is assumed to be lOt r. Short signal rise times or h igh clock frequencies require 
larger bandwidths and have shorter cr i t ical l ine lengths, whereas materials 
w i t h lower die lectr ic constants permit longer cr i t ical l ine lengths because of 
the higher phase velocity of electromagnetic waves i n these materials. 

Transmission Line Structures and Characteristics. W h e n intercon
nections exceed the crit ical l ine length, transmission lines w i t h proper ter
minations are used to effectively couple the signal into the l ine , to m i n i m i z e 
reflections along the l ine and from its ends, and to m i n i m i z e crosstalk w i t h 
adjacent l ines. Transmission l ine structures provide a control led environment 

Pu
bl

is
he

d 
on

 M
ay

 5
, 1

98
9 

on
 h

ttp
://

pu
bs

.a
cs

.o
rg

 | 
do

i: 
10

.1
02

1/
ba

-1
98

9-
02

21
.c

h0
09



456 MICROELECTRONICS PROCESSING: CHEMICAL ENGINEERING ASPECTS 

j • • • • I I 1 — ι — I 
0.2 0.4 0.6 0.8 1.0 1.2 1.4 1.6 1.8 2.0 

Rise Time (ns) 

I I I I I 1 
3.01.00.5 0.2 0.1 0.075 

Clock Speed (GHz) 
Figure 8. Package bandwidth and critical line length as a function of signal 

rise time or system clock speed. 

for signal propagation by confining the electric and magnetic fields between 
the signal l ine and a reference voltage or ground plane. 

A variety of transmission l ine structures can be fabricated i n planar layers 
of conductor and dielectr ic (Figure 9). T h e stripl ine and offset str ip l ine are 
best suited for mult i layer structures. T h e offset str ip l ine , w i t h two orthogonal 
signal layers between a pair of reference voltage planes, el iminates one 
intermediate plane and achieves higher characteristic impedance for a g iven 
dielectr ic thickness than do two str ipl ine layers but increases the possibi l i ty 
for crosstalk between layers. 

T h e two fundamental parameters that describe a transmission l ine are 
the characteristic impedance, Z0, def ined as the ratio of the voltage to the 
current at any point on an inf initely long l ine , and the propagation constant, 
7, w h i c h describes the phase shift and attenuation of the signal as it prop 
agates down the l ine . F o r signals that propagate i n a transverse electro
magnetic ( T E M ) mode (i.e., the electromagnetic fields are transverse to the 
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9. JENSEN Interconnection and Packaging 457 

Signal Line 

Microstrip 

Reference 
Voltage Plane 

ZZZZZZZZZZZZZZZZZZZZZZZZZZZZ2ZZZ2ZZZ 

tzzzzzza ^ t 

MlllUUUllUUUUUUllUUUUUlX 

Strip line 

ZZZZZZZZZZZZZZZZZZZZZZZZZZZZZZZZZ2ZZ 

QZZZD 
XUilllA 

miiiiiiutiiiiiiiiiiiiiiimmiiië 
Offset strip line 

jzzzzzza. Ulllllk mutin 

Copianar 

Figure 9. Examples of planar transmission line structures. Dimensions are as 
follows: b is dielectric thickness, w is line width, and t is conductor thickness. 

direct ion of propagation), Z 0 and 7 at a given sinusoidal frequency ω = 2 i r f 
(where / is frequency i n reciprocal second) can be related to the series 
resistance (R), series inductance (L), shunt capacitance (C), and shunt d i 
electric conductance (G) of an inf initesimal (i.e., electrically short) length of 
l ine by the fol lowing expressions (42): 

Z 0 = V ( R + jvL)l(G + jcoC) (11) 

7 = V ( H + j(*>L)(G + jo>C) (12) 

The parameters R, L, C, and G can be calculated from the geometries and 
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458 MICROELECTRONICS PROCESSING: CHEMICAL ENGINEERING ASPECTS 

material properties of the interconnection. T h e extensive l iterature of m i 
crowave analysis is useful for the calculation of Z 0 and other transmission 
l ine parameters (48-50). 

Lossless Transmission Lines. I f the l ine resistance and die lectr ic con
ductance are both small (i .e. , R « <oL and G « o>C), the transmission 
l ine is considered lossless, and equation 11 simplifies to 

Z0 = VL/C = 1 / U P C = VëjcC (13) 

where c is the speed of l ight , er is the relative die lectr ic constant of the 
die lectr ic mater ia l , and vp = c/Ve^. Thus the characteristic impedance of 
a lossless l ine is real and frequency independent and can be de termined 
from the capacitance of the interconnect ion and the die lectr ic constant. F o r 
structures w i t h two dielectrics , such as the mierostrip, € r i n equation 13 is 
replaced w i t h an effective die lectr ic constant, e e f f , w h i c h is calculated from 
the geometries and ind iv idua l d ie lectr ic constants. 

A closed-form expression for the characteristic impedance of a lossless 
str ipl ine illustrates its dependence on the geometry and material properties 
of the interconnect ion (51) 

Z0 = (60 /Vô In [4&/0.67ir(0.8u; + t)] (14) 

where b is the die lectr ic thickness between ground planes, t is the conductor 
thickness, and w is the l ine w i d t h . E q u a t i o n 14 is va l id for w/(b - t) < 0.35 
and for tlb < 0.25. F r o m a fabrication standpoint, a h igh characteristic 
impedance is difficult to obtain i n high-density interconnections, because it 
requires a large die lectr ic thickness, a smal l conductor l ine w i d t h and th ick
ness, and a smal l d ie lectr ic constant. 

T h e o p t i m u m characteristic impedance is dictated by a combinat ion of 
factors. Interconnections w i t h l ow characteristic impedance (<40 Ω) cause 
h igh power dissipation and delay i n dr iver c ircuits , increased switching noise, 
and reduced receiver noise tolerance (35). H i g h characteristic impedance 
causes increased coupl ing noise and usually has higher loss. Genera l ly , a 
characteristic impedance of 50 -100 Ω is opt imal for most systems (35), and 
a Z0 of 50 Ω has become standard for a variety of cables, connectors, and 
P W B s . F o r a po ly imide dielectr ic w i t h e r = 3.5, a 50-Ω stripl ine can be 
obtained w i t h b = 50 μηι, w — 25 μηι, and t = 5 μηι. 

Lossy Transmission Lines. F o r lossy transmission l ines, the conductor 
resistance, R , and die lectr ic conductance, G , must be considered. T h e as
sumpt ion G « <oC is usually va l id , because the dissipation factor, tan δ 
= G / o ) C , is usually less than 0.01 for most packaging dielectrics (although 
the dissipation factor may become larger at very h igh frequencies). F o r h i g h 
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9. JENSEN Interconnection and Packaging 459 

l ine resistance or l ow frequency, the lossless assumption R « o>L is often 
not va l id , and the characteristic impedance becomes frequency dependent. 
Resistive losses cause a degradation i n signal rise t ime and an attenuation 
of the signal. F u r t h e r analysis of lossy transmission lines is given by H o (21, 
36). 

Conductor Resistance. T h e conductor resistance depends on fre
quency. T h e dc (direct-current) resistance per uni t length (R d c ) is g iven by 
the s imple expression 

R d c = p/wt (15) 

where ρ is the conductor resistivity. T h e large cross-sectional area requ i red 
for l ow dc resistance, combined w i t h the narrow l ine widths requ i red for 
h igh characteristic impedance and h igh w i r i n g density, means that a large 
conductor aspect ratio, t/w, is r equ i red for l ow dc resistance. 

As frequency increases, the current is forced out of the center of the 
conductor toward its per iphery , a phenomenon k n o w n as the " s k i n effect'. 
A measure of the depth of penetration of the current into the conductor is 
the skin depth , def ined as δ = V ( p / i r / ) x ) , where / i s the frequency and μ 
is the conductor permeabi l i ty (1.26 Χ 10" 6 H / m for nonmagnetic conduc
tors). F o r copper, the skin depth is 2 μιη at 1 G H z . W h e n the skin depth 
is less than the conductor thickness, the l ine resistance becomes greater 
than the dc resistance. 

T h e skin effect resistance of a rectangular-cross-section l ine also depends 
on its aspect ratio. F o r a given cross-sectional area, as the ratio tlw ap
proaches 1, the skin depth per imeter decreases and the resistance increases, 
as shown i n F i g u r e 10, i n w h i c h the measured resistance is p lotted as a 
function of frequency for l ines of fixed cross-sectional area w i t h different 
aspect ratios (52, 53). Unfortunately , the l ines w i t h h igh aspect ratios that 
are desirable for h igh w i r i n g density and low dc resistance have a h igher 
skin effect resistance compared w i t h t h i n , w ide l ines. 

Effects of Transmission Line Characteristics on Digital Signals. T h e 
effects of propagation delay and resistive losses on an ideal ized input signal 
are i l lustrated i n F i g u r e 11, w h i c h shows output signals on both lossless and 
lossy transmission l ines, w i t h no reflections or sources of noise. T h e input 
voltage first appears at the output after a m i n i m u m propagation delay T p d Z , 
w h i c h is de termined by the speed of l ight i n the dielectric m e d i u m and the 
l ine length I. I f the transmission l ine is lossless and proper ly terminated , 
the input signal w i l l be reproduced exactly at the rece iv ing e n d after the 
T p d Z delay. Resistive losses w i l l increase the signal rise t ime , attenuate the 
steady-state voltage, and smooth out the sharp transitions at the beg inn ing 
and e n d of the signal (Figure 11). Add i t i ona l noise (not shown i n F i g u r e 11) 
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1400 2000 2700 3500 4500 5500 6700 8000 

Frequency (MHz) 

Figure 10. Measured resistance as a function of frequency for rectangular-
cross-section lines with different cross sections (product of line width and 
thickness). Abbreviations are as follows: AC is alternating current and DC is 

direct current. (Data were derived from reference 53.) 

Φ 

Ο 

> 

Time 

Figure 11. Idealized input and output signals on a lossless and a lossy trans
mission line of length 1. Rise time (tr) is defined as the time between the 10 

and 90% voltage levels. Other abbreviations are defined in the text. 
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9. JENSEN Interconnection and Packaging 461 

w i l l be caused by reflections from impedance discontinuities, crosstalk from 
neighbor ing signal l ines, and noise from the power source. 

Propagation Delay of Lossless Lines. T h e m i n i m u m propagation delay 
( T p d ; expressed i n picoseconds per centimeter) for a unit l ength of lossless 
l ine is the inverse of the phase velocity (ϋ ρ ) of the electromagnetic waves 
propagating through the dielectr ic m e d i u m surrounding the conductor l ine : 

T p d = l /t> p = VF r /c = 33V7r (16) 

Propagation delay is m i n i m i z e d b y keeping lines short and b y using l ow-
dielectric-constant materials. In general , organic dielectrics have lower d i 
electric constants compared w i t h inorganic dielectrics. F o r example, A l 2 0 3 , 
a typical ceramic dielectr ic , has an er of 9.5 and a propagation delay of 102 
p s / c m , whereas po ly imide , a c ommon po lymer dielectr ic , has an er of 3.5 
and a propagation delay of 62 p s / c m . 

E v e n electrically short lossless interconnections may have addit ional 
delay due to charging of the interconnection capacitance by the output 
d r i v e r s resistance (HdriverCime)- Such a delay increases the signal rise t ime. 
Thus l ow interconnect ion capacitance is requ i red even for long-rise-t ime 
signals to m i n i m i z e delay due to rise t ime degradation. 

Add i t i ona l delay may be imposed by the capacitive loading of branch 
l ines, receivers, and bonding pads attached to the interconnection or by the 
series inductance of vias or wi re bonds. I f the addit ional capacitance can be 
assumed to be uni formly d is tr ibuted over the interconnect ion w i t h e lec tr i 
cally short spacing (an assumption that is not always valid), the modi f ied 
propagation delay ( T p d ' ) is g iven by (37) 

Tpd' = T p d V l + cdlc0 (17) 

i n w h i c h c0 is the isolated l ine capacitance and cd is the capacitance of the 
d is tr ibuted loads. 

Delay Due to Resistive Losses. O n electrically long, lossy l ines, the 
signal rise t ime is degraded by dispersion i n the interconnection. D i s p e r 
sion delays and attenuates the high-frequency components of the signal 
more than the low-frequency components because of the frequency-depen
dent resistance of the interconnection. T h e rise t ime degradation contr ib 
utes addit ional delay before the switching threshold is reached at the e n d 
of the l ine . 

F o r electrical ly short interconnections w i t h h igh resistance, such as o n -
chip interconnections, signal delays are dominated by the rise t ime degra
dation due to the charging of the receiver capacitance b y the interconnect ion 
resistance (R\ineCTec) (54, 55). O n P W B s i n w h i c h resistance is negl igible , the 
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462 MICROELECTRONICS PROCESSING: CHEMICAL ENGINEERING ASPECTS 

time-of-fl ight or propagation delay given by equation 16 is dominant. I n the 
intermediate case of high-density mul t i ch ip packages, both propagation delay 
and rise t ime degradation must be considered. 

Noise in Interconnections. Real interconnections w i l l not behave as 
shown i n F i g u r e 11 but w i l l have several sources of noise. R i n g i n g on the 
transmission l ine can be caused by signal reflections from any point of i m p e d 
ance discontinuity , such as vias, bends, branch points, wire bonds, p ins , or 
the e n d of an unterminated l ine . T h e amount of reflection depends on the 
amount of mismatch between the impedance of the discontinuity and that 
of the transmission l ine . I f the l ine is electrically short, as def ined by equation 
8, the reflections w i l l affect the signal only dur ing its rise t ime. H o w e v e r , 
i f the l ine is electrical ly long, reflections may cause an overshoot or false 
switching after the signal has reached its steady-state value. Therefore, long , 
high-speed signal l ines must be terminated i n the ir characteristic impedance 
to avoid reflections, and other sources of impedance discontinuity must be 
m i n i m i z e d . Interconnections are normal ly terminated by a series resistor at 
the d r i v i n g end of the l ine or by a shunt resistor to ground at the receiver 
end , w i t h e ither resistor matching the l i n e s characteristic impedance. O n e 
disadvantage of these terminat ion resistors is that they increase the power 
requirements of dr iver c ircuits . 

E v e n proper ly terminated l ines can have reflections from impedance 
discontinuities along the l ine , and these reflections can degrade the signal 
rise t ime. Some of the transmitted signal is lost at each reflection point , and 
higher frequency components tend to be reflected (and thus attenuated) 
more than low-frequency components; thus, the interconnection behaves 
l ike a low-pass filter and causes addit ional degradation of the signal rise t ime . 

Crosstalk. Crosstalk between adjacent, paral le l signal l ines is another 
source of noise that can cause false switching. Crosstalk is caused by capa
citive and induct ive coupl ing between lines (42, 56, 57). T h e coupled voltage 
propagates i n both directions along the l ine , and its ampli tude varies w i t h 
l ine length as a function of frequency. F o r w a r d crosstalk propagates i n the 
same direct ion as the active signal, and backward crosstalk travels back 
toward the dr iver end . F o r true T E M transmission l ines, such as stripl ines, 
the backward crosstalk is the only significant component and reaches maxima 
at l ine lengths of λ(η + l ) / 4 and m i n i m a at l ine lengths of λ(η/2) (where η 
is an integer). T h e forward crosstalk, w h i c h appears i n quasi T E M structures 
such as microstr ipl ines , increases w i t h the length of coupled l ines. T h e 
magnitude of crosstalk increases w i t h a decrease i n the spacing between 
lines and w i t h increases i n the distance to the ground plane and the dielectr ic 
constant. Thus the design requirements for h igh characteristic impedance 
and h igh l ine density are i n conflict w i t h those for l ow crosstalk. 
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9. JENSEN Interconnection and Packaging 463 

Modeling of High-Speed Interconnections. M o d e l i n g the electrical be 
havior of an interconnection involves two steps. F i r s t , the transmission l ine 
characteristics, such as the characteristic impedance, propagation constant, 
capacitance, resistance, dielectr ic conductance, and coupl ing parameters, 
must be calculated from the physical dimensions and material properties of 
the interconnection. I n addit ion , structures, such as wire bonds, vias, and 
pins , must be represented by l u m p e d resistance (R), inductance (L), and 
capacitance (C) elements. 

Second, the response of the c ircuit to a t ime-vary ing input signal is 
obtained by us ing one of two models. In the distr ibuted-c ircuit mode l , the 
input signal is transformed to the frequency domain , the transmission l ine 
equations are solved, and an inverse Laplace or F o u r i e r transform is per 
formed to obtain the response i n the t ime domain (42). I n the l u m p e d -
element mode l , the transmission l ine can be approximated by a series of 
l u m p e d elements containing a series resistance and inductance and a shunt 
capacitance and resistance (inverse of die lectr ic conductance) to ground such 
that each l u m p e d e lement represents an electrical ly short segment of the 
interconnection. T h e lumped-e lement mode l can then be solved direct ly i n 
the t ime domain by us ing nonl inear-c ircuit -s imulat ion software packages 
such as S P I C E (38). T h e distr ibuted-c ircuit mode l is computationally more 
efficient and can handle frequency-dependent parameters such as resistance 
and crosstalk. However , the lumped-e lement mode l can be more easily 
coupled to nonl inear dr iver and receiver c ircuit models. B o t h approaches 
have been used to to predict signal waveforms at the receiver, forward and 
backward crosstalks, and the power de l ivered to various loads. 

Power Distribution. T h e electrical design of a package must also take 
into account the d istr ibut ion of power to and from the I C s . T h e design 
requirements for power d istr ibut ion depend on the c ircuit technology. F o r 
example, M O S circuits require power only dur ing switching, whereas bipolar 
circuits require continuous power (39). In general, power d istr ibut ion struc
tures i n the package must have low resistance to m i n i m i z e voltage drops 
and low inductance to m i n i m i z e voltage spikes (defined b y LN dildt, where 
L is the effective inductance of the power d istr ibut ion system, Ν is the 
n u m b e r o f s imultaneously switching dr iver c ircuits , and dildt is the rate of 
current change [25]) that can occur w h e n a large n u m b e r of circuits switch 
simultaneously at h igh speeds. 

Power is usually fed into the package and ch ip through mul t ip le pins to 
distribute the current and reduce voltage drops. W i t h i n the package, power 
is d istr ibuted on sol id or mesh planes or wide lines that present low i n 
ductance and resistance. T h e h igh inductance of small -diameter wire bonds 
can be a significant source of L dildt noise and can provide a motivat ion for 
short and flat bond ing leads. D e c o u p l i n g capacitors are frequently prov ided 
on power input l ines to shunt the high-frequency noise to ground. M o r e -
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464 MICROELECTRONICS PROCESSING: CHEMICAL ENGINEERING ASPECTS 

detai led discussions of power distr ibut ion requirements can be found else
where (21, 25, 35, 36, 39-41). 

Thermal Design. Because both the performance and re l iabi l i ty of 
I C s degrade w i t h increasing temperature (58), an important function of the 
package is to dissipate the heat generated by the chip by prov id ing a path 
of l ow thermal resistance to the ambient air or heat sink. T h e ult imate l eve l 
of integration of the I C or the packing density of chips on an M C P can be 
l imi ted by the package's abi l i ty to dissipate heat. Convent ional forced-air 
cool ing can dissipate power densities of u p to 1 W / c m 2 , whereas advanced 
cool ing technologies based on bo i l ing heat transfer to l i q u i d F r e o n may 
extend power densities to 20 W / c m 2 (59). 

In almost a l l packages, heat is transferred from the chip to the external 
surfaces of the package by thermal conduction. T h e heat may then be con
ducted through the P W B to an external heat sink, or i t may be transferred 
by forced or natural convection to the surrounding air or cool ing fluids. A t 
steady state, the heat generated by the chip equals the heat flux through 
the package, and the conductive heat transfer is descr ibed by Four ier ' s law 
(60) 

q = -kVT (18) 

where q is the conductive heat flux (typically i n watts per square centimeter 
[ W / c m 2 ] ) , k is the thermal conductivity (in watts per centimeter per degree 
Ce l c ius or k e l v i n [ W / c m - ° C or W / c m - K ] ) , and V T is the temperature 
gradient. F o r the simplest case of one-dimensional heat flow through a 
layer of thickness t and cross-sectional area A , the heat transfer Q is g iven 
by 

Q = kAAT/t (19) 

where Δ Τ is the temperature difference across the layer. F o r more-complex 
two- and three-dimensional designs, finite-element methods can be used to 
solve equation 18 (61). 

T h e convective heat transfer to a fluid is descr ibed by us ing a heat-
transfer coefficient, h 

Q = h A AT (20) 

where Δ Τ is the difference between the surface temperature and the fluid 
temperature and A is the total surface area i n contact w i t h the fluid. H e a t -
transfer coefficients must be determined experimental ly , or they can be 
obtained from the extensive l iterature on heat transfer. 

I n the analysis of thermal performance, an electrical analogy is often 
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9. JENSEN Interconnection and Packaging 465 

appl ied , and heat transfer is descr ibed i n terms of a thermal resistance, Θ, 
def ined as 

θ = Δ Γ / ρ (21) 

and expressed i n units o f degrees Cels ius or kelvins per watt ( ° C / W or K / 
W) . T h e r m a l resistances can be de termined for various elements of the 
package, and these resistances can be combined i n series or paral le l to 
estimate the overal l thermal resistance. 

T h e overall temperature difference (Tj - T a ) between the chip junct ion 
(the point on the chip where the heat is generated) and the ambient is g iven 
by 

Ti-Ta = ^Q (22) 

where Q is the total heat generated by the chip or chips and 0 j a is the thermal 
resistance between the junct ion and the ambient . 0 j a is often separated into 
two components, a conductive thermal resistance between the junct ion and 
case (or external surface of the package), 0 j c , and a convective resistance 
between the case and the ambient , 0 c a . 

A l though I C s often can operate at temperatures as h igh as 150 °C, the 
m a x i m u m junct ion temperature, Tj, is usually h e l d be low 7 5 - 8 5 °C for h i g h -
performance I C s (4) or be low 125 °C for lower re l iabi l i ty applications (62). 
The ambient temperature, T a , is typical ly 30 °C for air cool ing (although it 
may increase by 10 -15 °C i n passing through the chassis of the machine) or 
24 °C for water cooling. Thus Tj - T a for high-performance ICs must often 
be kept be low 50 °C. Measured values of 6 j a for a 64-pin D I P are 36.5 ° C / 
W i n st i l l air and 22 ° C / W i n air mov ing at 600 ft3/min ( - 1 7 m 3 / m i n ) (63). 
Therefore, to ho ld - T a to less than 50 °C, the max imum power generated 
by a sti l l -air-cooled D I P I C must be less than 1.4 W (50 ° C -̂ 36.5 ° C / W ) . 

E m e r g i n g V L S I bipolar I C s commonly generate 5 -10 W , a fact that 
clearly precludes the use of air-cooled D I P s from a thermal standpoint. A 
wide variety of materials and designs have been used to reduce 6 j c and 0^. 
Equat ions 16-18 indicate that θ is equal to t/kA for one-dimensional heat 
conduction and to 1/hA for thermal convection. The conductive thermal 
resistance is reduced by using high-thermal-conduct iv i ty (fe) materials and 
by prov id ing large conductive cross sections (A) w i t h short thermal path 
lengths (t). Examples of high-conduct iv i ty materials used i n h igh-per form
ance packages are metal - f i l led die attach materials; high-conduct ivity metals, 
such as C u and A l ; and high-conduct iv i ty ceramics, such as B e O , A l N , or 
S i C , i n place of the standard A l 2 0 3 . 

Convect ive heat transfer to the ambient is enhanced b y (1) increasing 
the heat-transfer area through the use of fins or cooling channels, (2) i n 
creasing the heat-transfer coefficient, or (3) reduc ing the temperature of the 
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466 MICROELECTRONICS PROCESSING: CHEMICAL ENGINEERING ASPECTS 

cool ing fluid. Heat-transfer coefficients for natural convection i n air , typical ly 
i n the order of 10 3 W / c m 2 - ° C , are improved by an order of magnitude by 
forced-convection cooling, by another order of magnitude by j e t - impinge 
ment cool ing, and by st i l l another order of magnitude, to 1 W / c m 2 - ° C , by 
forced-convection l i q u i d cool ing (62). S t i l l h igher convective heat transfer is 
obtained through bo i l ing heat transfer or by direct immers ion of packages 
in fluorocarbon l iquids or i n l i q u i d nitrogen (64-66). 

Overall Design Strategy. T h e preceding discussion indicates that 
the package design involves trade-offs among a n u m b e r of compet ing re 
quirements for interconnectabi l i ty , e lectrical performance, and thermal per 
formance. Because of the complexity o f these design trade-offs, C A D tools 
are becoming increasingly important i n designing packages and s imulat ing 
performance. W i d e l y used software packages inc lude A N S Y S , N A S T R A N , 
and N I S A , for finite-element mode l ing of heat transfer and mechanical stress, 
and S P I C E , for mode l ing nonlinear electrical circuits and transmission lines 
(38). In addit ion , new models are be ing developed to predict the static and 
frequency-dependent electrical characteristics of various interconnect ion 
structures and their effect on the t i m e - d o m a i n behavior of high-speed signals 
(42, 44, 58). T h e ult imate goal is to integrate these ind iv idua l models and 
data bases into a knowledge-based system that can perform the electrical , 
thermal , and mechanical design trade-offs and that can be h ighly interactive 
w i t h the package designer. 

Summary of Package Design Requirements. T h e impact of 
design requirements on the materials and geometries o f mul t i ch ip packages 
can be summar ized as follows: T h e n u m b e r of I C s i n an M C P w i l l often be 
determined by the part i t ioning of the system architecture into functional 
blocks having a reduced n u m b e r of interconnections to the rest of the system. 
The package size and the density of chips on the package are then determined 
by one of several factors: (1) the area requ i red for off-package connections, 
(2) the area requ i red for bond ing chips and other components on the top 
layer, (3) the signal interconnect ion density, or (4) the thermal or power 
density. 

Technological advancements should be a imed at the l i m i t i n g factor i n 
order to increase the ch ip density and reduce interconnection lengths. 
Shorter interconnections w i l l reduce propagation delay, resistive losses, and 
the need to terminate signal l ines. H i g h interconnection density requires a 
small conductor l ine rout ing p i t ch and narrow l ine widths . T h e conductor 
l ine cross section should be large to maintain l ow resistive losses. A large 
dielectr ic thickness between signal l ines and reference planes is r equ i red 
for h igh characteristic impedance and low interconnection capacitance. H o w 
ever, crosstalk becomes more of a concern as the dielectr ic thickness i n 
creases and l ine spacing decreases. A high-conduct iv i ty material is desirable 
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9. JENSEN Interconnection and Packaging 467 

for low resistive losses, and a low-dielectric-constant material is desirable 
because it results i n low propagation delay, low interconnection capacitance, 
and low crosstalk. High- thermal - conduct iv i ty materials and large heat-trans
fer areas are needed for effective thermal dissipation. F i n a l l y , the material 
system must be stable against a variety of environmental stresses, such as 
temperature cyc l ing , thermal and mechanical shocks, humid i ty , radiation, 
and chemical attack, to ensure h igh system rel iabi l i ty . 

Multichip-Packaging and Interconnection Technologies 

Three mult ichip-packaging technologies that use fundamentally different m a 
terials and processes to obtain mult i layer interconnections have been de
veloped or are i n product ion: (1) mult i layer thick- f i lm systems w i t h screened 
conductor pastes and glass-refractory dielectrics, (2) cofired mult i layer ce
ramic, and (3) mult i layer th in - f i lm metall ization w i t h po lymer dielectrics. 
The typical material properties, process geometries, and electrical charac
teristics for these three technologies are summarized i n Table I. The fol low
ing sections describe each technology i n relation to the design requirements 
discussed i n the previous sections. 

Thick-Film Multilayer. Th i ck - f i lm mult i layer technology has been 
used for many years to fabricate h y b r i d circuits that interconnect small-scale 
ICs or discrete components on a ceramic or metal substrate (67-70). This 
technology has also been used for mul t i ch ip packaging of more h ighly i n 
tegrated ICs for large computer applications. 

T h e top of F i g u r e 12 shows a thick- f i lm mult i layer mul t i ch ip package 
used i n a mainframe computer (Honeywel l D P S 88) (71), and the bottom 
shows the signal l ines on an internal metal layer i n this package. The package 

Table I. Comparison of Multichip-Packaging Technologies 
Cofired 

Thin Film Feature Ceramic Thick Film Thin Film 

Conductor material W(Mo) Cu (Au) Cu (Au, Al) 
Sheet resistance (mO/D) 10 3 3.5 
Thickness (μηι) 15 15 5 
Linewidth (μηι) 100 100-150 10-25 
Pitch with vias (μηι) 250-750 250-300 50-125 
Maximum number of layers 30 + 5-8 5 

Dielectric material A1 20 3 Glass-ceramic Polyimide 
Dielectric constant 9.5 6-9 3.5 
Thickness/layer (μπι) 250-500 35-65 25 
Minimum via diameter (μπι) 100-200 200 25 

Propagation delay (ps/cm) 102 90 62 
Minimum stripline capacitance (pF/cm) 2.0 4.3 1.2 
Minimum line resistance (Ω/αη) 1.0 0.2 1.35 
NOTE: Standard conductor materials are given, with alternative materials in parentheses. 
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468 MICROELECTRONICS PROCESSING: CHEMICAL ENGINEERING ASPECTS 

Figure 12. Thick-film multilayer multichip micropackage for the Honeywell 
DPS 88 mainframe computer. Top, completed package populated with chips; 

bottom, internal conductor layer with signal lines. 
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9. JENSEN Interconnection and Packaging 469 

accommodates 60 -110 tape-automated-bonded C M L (current-mode logic) 
smal l - and m e d i u m - scale ICs on an 80 by 80 m m ceramic substrate w i t h 
five layers of th i ck - f i lm metal l ization: two layers for signal interconnect ion, 
two layers for voltage d is tr ibut ion , and a top layer for ground and chip 
bonding. This M C P contains c i rcui try equivalent to that of two 12 by 12 i n . 
(30.5 by 30.5 cm) P W B s wi th dual- in- l ine-packaged T T L (transistor-
transistor logic) I C s . 

Th i ck - f i lm mult i layer structures are fabricated by sequentially screen 
pr in t ing and firing pastes of conductor and dielectric materials. T h e con
ductor pastes are a complex mixture of metal or alloy powders, organic 
binders and solvents, and inorganic glasses. T h e organic components are 
adjusted to control the flow and wett ing of the pastes d u r i n g pr in t ing , and 
the inorganic additives promote the heat transfer and densification of the 
film d u r i n g firing. 

The conductor materials may be noble metals, such as gold, s i lver, 
pa l lad ium, or p la t inum, or nonnoble metals, such as copper, n i cke l , or 
a l u m i n u m . C o p p e r is a desirable material for its l ow cost and low resistivity 
(3 Χ 1 0 " 6 - 5 X 10~ 6 Ω-cm, or two to three times the resistivity of e lemental 
copper); however, it requires an oxygen-free atmosphere for firing. 

T h e dielectric pastes are roughly equal mixtures of ceramic powders, 
such as A l 2 0 3 , and glasses, such as S i 0 2 , w i t h organic additives for control 
of p r in t ing properties. After the firing step, the ceramic forms an aggregate 
i n the the glass matrix. D ie lec t r i c constants vary from 6 to 9. Th i ck - f i lm 
pastes of resistor materials such as ru then ium oxide, i n d i u m oxide, and 
tantalum nitr ide are also used to incorporate resistors into the package. 

T h e conductor and dielectr ic pastes are patterned by forcing t h e m w i t h 
a squeegee through openings in an emuls ion or metal mask patterned on a 
screen. E a c h conductor and dielectr ic layer is then fired at h igh temperatures 
(550-1000 °C) i n inert or ox id iz ing atmospheres. T h e m a x i m u m n u m b e r of 
conductor layers is only five to eight layers because of the increasing to
pography over under ly ing patterns and the stress developed i n the thick 
u l m s . T h e resolution of screen-print ing processes l imits conductor l ine 
widths and pitches to about 100 and 250 μπι, respectively. Conductor thick
nesses are typical ly 12 μπι. M u l t i p l e printings are used to obtain a m a x i m u m 
dielectr ic thickness of about 60 μπι. T h e wide conductor lines and th in 
dielectr ic layers result i n a relatively large interconnection capacitance, 
w h i c h inhibits electrical performance. 

In summary, the main advantages of th ick- f i lm technology are the h i g h -
conductivity conductors and the relatively inexpensive process equipment , 
whereas the drawbacks are the l i m i t e d n u m b e r of layers, the mul t ip le pr in t 
ing and firing steps, the low conductor l ine resolution, and the l i m i t e d 
dielectr ic thickness. 

C o f i r e d M u l t i l a y e r C e r a m i c . Co f i red mult i layer ceramic tech
nology (Figure 13) is used to fabricate most ceramic S C P s (ceramic D I P s , 
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470 MICROELECTRONICS PROCESSING: CHEMICAL ENGINEERING ASPECTS 

Figure 13. Process flow for cofired multilayer ceramic packages. (Used by 
courtesy of Interamics.) 

chip carriers, p i n gr id arrays), as w e l l as some advanced mul t i ch ip packages 
(72-74). F l ex ib l e sheets of die lectr ic (typically 0 .010-0.020 i n . [0.025-0.050 
cm] thick) are cast from a s lurry of ceramic (usually A l 2 0 3 ) and glass pow
ders, solvents, and organic binders . After be ing d r i e d , the flexible sheets 
can be cut, and v ia holes are punched . T h e vias are filled, and conductor 
patterns are def ined on each sheet by screen pr in t ing thick- f i lm pastes of 
a refractory metal (usually tungsten or molybdenum). T h e requ i red n u m 
ber of sheets are stacked and al igned, laminated under h igh pressure, and 
then fired at h igh temperature (>1500 °C) i n a reduc ing atmosphere 
to volati l ize the organic binders and density the metal and ceramic into 
a sol id mult i layer structure. Cavit ies for ch ip mount ing can be fabricated 
i n the ceramic. Features such as pins, per imeter leads, or seal rings 
can be brazed onto metal l ized pads, and the exposed metal areas can 
be electroplated w i t h a finish metal , w h i c h is usually gold over a n i cke l 
base. 

T h e l ine w i d t h and p i t ch of cofired ceramic is l i m i t e d by the resolution 
of the screen-pr int ing processes and the large shrinkage of the laminated 
structure d u r i n g firing (typically 1 5 - 2 0 % shrinkage, w i t h a tolerance of 
± 0 . 8 % ) . T h e m i n i m u m conductor l ine p i t ch is equivalent to that of th ick-
film technology; however, many more layers can be fabricated by the l a m 
ination process than by the additive thick- f i lm process. The dielectr ic con
stant of A l 2 0 3 (typically 9-10) is higher than that of the glass-ceramic mixture 
used i n th ick- f i lm technology, but thicker dielectr ic layers can be fabricated 
i n cofired ceramic to achieve lower interconnection capacitance. T h e con
ductor resistance is relatively large because of the higher resistivity of the 
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9. JENSEN Interconnection and Packaging 471 

refractory metals (about three times the sheet resistance of thick- f i lm cop
per). Co f i red ceramic is a relatively expensive technology that involves h igh 
capital investment and high tool ing costs. Its advantages over th ick- f i lm 
technology are the thicker dielectr ic layers, better control of dielectr ic th ick
ness, and a m u c h larger number of layers that can be laminated. T h e draw
backs of cofired ceramic are its h igh cost, low-conductivity conductor, and 
high-dielectric-constant dielectric . 

T h e most advanced implementat ion of cofired-ceramic-packaging tech
nology is the thermal conduction module ( T C M ) used i n large-scale c o m 
puters ( I B M ) (4, 72, 74). This package can accommodate over 100 flip-chip-
bonded ICs on a 90 b y 90 m m cofired ceramic substrate. T h e mult i layer 
ceramic substrate contains 33 metal layers for chip pad redistr ibut ion, signal 
interconnection, and power d istr ibut ion (Figure 14). E a c h chip contains 120 
bonding pads, and 1800 pins are brazed to the bottom of the substrate for 
connection to a P W B . 

A few companies have recently developed low-temperature co-firable 
materials that combine the advantages of th ick- f i lm and cofired-ceramic tech
nologies and exclude some of their disadvantages (75-77). T h e material 
system consists of a low-f ir ing-temperature dielectric tape w i t h a h igh glass 
content and compatible conductor and resistor pastes. T h e materials are 
processed i n the same way as cofired ceramic (Figure 13), but the l ow firing 
temperature of the dielectr ic (~900 °C) permits the use of less-expensive 

Figure 14. Cross-sectional view of multilayer ceramic substrate for the IBM 
TCM. (Reproduced with permission from reference 4. Copyright 1983 Scientific 

American, Inc.) 
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472 MICROELECTRONICS PROCESSING: CHEMICAL ENGINEERING ASPECTS 

th ick- f i lm furnaces and allows higher conductivity metal pastes, such as 
p a l l a d i u m - s i l v e r and gold, to be fired instead of refractory metals. T h e 
dielectr ic constant of the die lectr ic , w h i c h ranges from 6 to 9, is also low. 
T h e process takes advantage of the large n u m b e r of layers, h igher pr in t 
resolution, and good control of dielectr ic thickness offered by cofired-ceramic 
technology. T h e potential disadvantages of this technology are the low ther 
mal conductivity (0.1 that of A l 2 0 3 ) and low tensile strength of the h i g h -
glass-content die lectr ic and the difficulty of brazing pins or seal rings to the 
package because of l i m i t e d braz ing temperatures. 

Thin-Film Multilayer Packaging. T h e most significant develop
ment i n high-density interconnection technology for mul t i ch ip packaging 
involves the use of I C fabrication processes (e.g., photol ithography, vacuum 
deposit ion, and wet and dry etching) to pattern mult ip le layers of a t h i n -
film conductor and a low-e r (usually polymeric) dielectr ic (21, 36, 78-100). 
C o p p e r , gold, and a l u m i n u m have been used as conductor materials; copper 
is especially desirable for its h igh conductivity. T h i n - f i l m resistor materials 
such as N i C r , T a N , or C r S i may also be incorporated into the package. T h e 
most w ide ly used interlayer dielectr ic materials are po ly imides , a class of 
polymers w i t h exceptional thermal , mechanical , and chemical stability and 
a low er. T h e th in- f i lm mult i layer ( T F M L ) interconnection structures may 
be patterned on a variety of rigid substrates, inc lud ing tape-cast or cofired 
mult i layer ceramics, metals (e.g., C u , A l , M o , and steel), or si l icon wafers. 
The material options and process technologies for T F M L interconnections 
are descr ibed i n more detai l i n a later section. 

Packaging Approaches. Various methods are available for i m p l e m e n t 
ing T F M L interconnections i n a mul t i ch ip package. F i g u r e 15 shows ex
amples of three packaging approaches. In the first approach, the T F M L 
interconnections are patterned on a mult i layer cofired ceramic substrate, 
w h i c h may contain addit ional features such as internal metal layers for power 
and ground d is tr ibut ion , a p i n gr id array or per imeter leads for connection 
of the package to a P W B , a c leared area i n the pins for thermal contact to 
the P W B , and a metal l ized ring around the per imeter for hermet ic sealing. 
In the second approach (Figure 15), the T F M L interconnections are pat
terned on a blank metal or ceramic substrate that is then mounted into a 
hermetical ly sealable metal or ceramic package w i t h per imeter leads for 
attachment to the P W B . I n the t h i r d approach, T F M L structures are fab
ricated on a larger substrate for high-density board- level interconnections 
between single or mul t i ch ip packages. 

In the mul t i ch ip package, a variety of pretested chips (e.g., b ipolar , 
M O S , and GaAs) and discrete components (decoupling capacitors and ter
minat ion resistors) may be mounted on the high-density interconnection 
substrate. This approach is sometimes te rmed "hybrid-wafer-scale intégra-
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474 MICROELECTRONICS PROCESSING: CHEMICAL ENGINEERING ASPECTS 

t i o n " ( H W S I ) , i n contrast to wafer-scale integration, i n w h i c h the system is 
fabricated monol i thical ly on a single wafer. I n the M C P or H W S I approach, 
chips may be bonded by a variety of techniques, inc lud ing wi re bonding , 
tape-automated bonding (TAB), or flip-chip solder bonding (89, 97 , 98). T h e 
flip-chip approach permits the highest packing density of chips. 

F o r chips mounted face up , heat is transferred to the substrate by 
conduction through the interconnection layers, and because the po lymer 
die lectr ic has poor thermal conduct ivity , heat conduction is often promoted 
by an array of metal l ized vias through the interconnection layers (Figure 16) 
(100). F o r face-down-mounted chips, the heat may be removed from the 
back side by using pistons (as i n the T C M ) or conductive fluids, or heat may 
be conducted through the solder bonds to the interconnection substrate (98). 

In a l l of these packaging approaches, the th in- f i lm metal layers are used 
for high-density interconnections, power and ground d istr ibut ion , and chip 
attachment. F i g u r e 16 shows a typical cross section consisting of two layers 
of signal l ines sandwiched between ground or voltage planes and a top metal 
layer for ch ip attachment and bonding. This arrangement places the signal 
l ines i n an offset str ipl ine configuration w i t h control led characteristic i m p e d 
ance. M o s t interconnect ion geometries are sized for 50-Ω characteristic 
impedance, w h i c h requires a ratio of signal l ine w i d t h to die lectr ic thickness 
(between signal l ine and the nearest plane) of approximately 1:1 i n a str ipl ine 
w i t h an e r of 3.5. 

T h e greatest difference between T F M L technologies as developed by 
different companies is i n the conductor l ine cross section and the result ing 
resistive losses or m a x i m u m l ine lengths. F o r lower performance systems 
(e.g., < 1 0 0 - M H z clocks), l ine widths of 10 -20 μπι and conductor thicknesses 
of 2 - 3 μπι may be used for l ines less than 10 c m long (97), whereas for 
higher speed systems (200-3000 M H z ) or longer l ines, a conductor l ine 
w i d t h of >25 μπι and a thickness of > 5 μπι are needed to avoid unacceptable 
signal degradation or attenuation (99). 

Advantages of TFML. T h e T F M L interconnection technology offers a 
n u m b e r of inherent advantages over the other M C P technologies (Table I). 
F i r s t , compared w i t h the screen-print ing and ho le -punching processes used 
for thick films and cofired ceramics, thin- f i lm-patterning processes, such as 
photol ithography and dry etching, can define features w i t h higher resolution 
and a higher aspect ratio i n the conductor and dielectr ic layers. T h e h i g h -
aspect-ratio features produce a combinat ion of h igh interconnection density, 
l ow interconnect ion resistance (because of the large conductor cross section), 
and l ow interconnection capacitance (because of the thick dielectric layers). 
Second, low-temperature metal deposition processes such as sputtering per 
mit the use of high-conduct iv i ty metals (e.g., C u and Al) and can achieve 
nearly bu lk resistivity i n t h i n films, as opposed to the low-conduct iv i ty re 
fractory metal pastes ( W and Mo) used i n cofired ceramic or the C u and A u 
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476 MICROELECTRONICS PROCESSING: CHEMICAL ENGINEERING ASPECTS 

pastes used for thick films. T h i r d , the po lymer dielectrics used i n T F M L 
technology have dielectr ic constants that are significantly lower than those 
of e ither cofired ceramic or thick- f i lm glass-ceramic dielectrics. T h e low 
dielectric constant results i n low propagation delay, l ow interconnection 
capacitance (or h igh characteristic impedance), and low crosstalk, as dis 
cussed previously. F o u r t h , from a manufacturing standpoint, T F M L tech
nology offers product ion cost advantages (albeit higher capital expense) over 
th ick- f i lm and cofired-ceramic technologies by replacing labor- intensive 
screen-print ing processes w i t h automated semiconductor processes and by 
replacing hard-tooled punches or screens w i t h fast-turnaround photol i tho
graphic masks. 

T h e T F M L technology is also h ighly flexible i n that it can be appl ied 
to a w ide range of substrates, interconnection geometries, and performance 
requirements . T F M L interconnections are be ing wide ly developed for m u l 
t i chip packaging of V L S I and V H S I C (very-high-speed IC) chips for h i g h -
performance computer and signal-processing applications (80, 81, 100). T h e 
technology is also ideal ly suited for the packaging of digital GaAs I C s w i t h 
clock speeds o f 1-4 G H z or signal rise t imes of <150 ps (101). I n mi l i tary 
and commerc ia l h y b r i d c ircuits , the T F M L technology extends current th ick-
film technology to higher density interconnections w i t h higher speed per 
formance (33, 80, 85). T F M L interconnections are potential ly useful for 
higher density ΡWBs that can accommodate high-I /Ο surface-mounted S C P s 
or bare chips. C u r r e n t P W B technology is l i m i t e d w i t h respect to w i r i n g 
density, and as many as 40 layers are requ i red to interconnect h i g h - I / O 
chips (32). F i n a l l y , the T F M L material system can be extended to h i g h -
density optical interconnections based on th in - f i lm waveguides. 

Material Options for Thin-Film Multilayer Interconnections 

High-dens i ty , thin- f i lm-based interconnections are a rapidly emerging tech
nology w i t h a n u m b e r of different material and process options. These ma
terials and processes, as w e l l as recently reported demonstrations of T F M L 
technology, are discussed i n more detai l i n the fo l lowing sections. 

Substrates. O n e of the advantages of the relatively low-temperature 
T F M L process is that i t can be implemented on a variety of substrates, 
inc lud ing ceramics, metals, and si l icon wafers (79, 91, 97, 99). T h e ideal 
substrate material should have h igh thermal conductivity for good heat d is 
sipation from the I C s . It should have a h igh modulus of elasticity and a 
coefficient of thermal expansion ( C T E ) close to that of the po lymer dielectr ic 
(typically 2 0 - 5 0 p p m / ° C for polyimides) to m i n i m i z e warpage due to thermal -
expansion mismatch (99). However , a C T E close to that of si l icon (2.3 p p m / 
°C) is also desirable for flip-chip bonding or attaching large die . T h e substrate 
should be chemical ly inert to the wet etchants and plasma processes used 

Pu
bl

is
he

d 
on

 M
ay

 5
, 1

98
9 

on
 h

ttp
://

pu
bs

.a
cs

.o
rg

 | 
do

i: 
10

.1
02

1/
ba

-1
98

9-
02

21
.c

h0
09



9. JENSEN Interconnection and Packaging 477 

i n fabrication. T h e substrate surface should be smooth, flat, and defect free. 
L a p p i n g or po l ishing processes are often needed to achieve the requ i red 
surface properties. F i n a l l y , the ideal substrate should be l ightweight , i n 
expensive, and available i n or machinable to a variety of shapes and sizes. 

Ceramics (particularly alumina) have been wide ly used as interconnec
t ion substrates, because they are mechanical ly tough and stiff, chemical ly 
inert , and wide ly available for thick- and th in - f i lm h y b r i d substrates. M u l 
ti layer ceramic has the addit ional advantages of internal metal layers for 
power and ground distr ibut ion and p i n gr id arrays or per iphera l leads for 
off-package connections. T h e biggest drawback to cofired ceramic is the 
difficulty i n achieving the flat, defect-free surface requ ired for th in - f i lm proc
essing. Al ternat ive ceramics such as B e O , A l N , and S i C have thermal con
ductivities that are significantly higher than that of A l 2 0 3 and are current ly 
be ing developed actively. S i C and A l N also have low C T E s , w h i c h are closer 
to that of si l icon. B e O and A l N can be fabricated into mult i layer structures, 
although this process is st i l l be ing developed for A l N . 

A w ide variety of metal substrates can be used for T F M L interconnec
tions. M e t a l substrates (and their advantages) that have been investigated 
include a l u m i n u m (light weight , low cost, machinabi l i ty , and h igh thermal 
conductivity) ; copper (high thermal conductivity and low cost); m o l y b d e n u m , 
tungsten, or copper - tungsten (high modulus and low C T E ) ; copper-clad 
mo lybdenum or Invar (adjustable C T E ) ; and steel (low cost and machina
bil ity) . 

S i l i con is a w ide ly investigated substrate because it has a relatively h igh 
thermal conductivity and a perfect C T E match to si l icon die. In addit ion, 
si l icon wafers have a high-qual i ty surface finish and are wide ly available i n 
standard sizes that are adaptable to I C process equipment . H o w e v e r , s i l icon 
has a l ow modulus and a poor C T E match to poly imides , and thus, very 
thick substrates w i l l be requ ired to prevent excessive warpage. A final ad 
vantage of si l icon substrates is that active devices such as dr iver circuits may 
be fabricated i n the substrate. 

C o n d u c t o r s . C o p p e r , gold, and a l u m i n u m have been the pr imary 
conductor materials used i n T F M L interconnections. G o l d has the advan
tages of chemical inertness and h igh electrical conductivity , but gold is 
expensive and has poor adhesion to po lymer dielectrics. A l u m i n u m has good 
adhesion to po ly imides and an inert native oxide and is w e l l understood 
because of its predominance i n IÇ processing. However , the electrical con
duct iv i ty of a l u m i n u m is significantly lower than that of copper. 

C o p p e r has been the most wide ly used material because of its h igh 
conductivity , solderabil ity, low cost, and abi l i ty to be electrolytically or 
chemical ly plated. However , copper has a weak interaction w i t h poly imides 
(102-104) and, consequently, poor adhesion. Fur thermore , recent studies 
have shown that the po ly imide precursor, po lyamic acid, oxidizes copper 
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478 MICROELECTRONICS PROCESSING: CHEMICAL ENGINEERING ASPECTS 

and that the oxidefc migrate several micrometers into the po ly imide (105). 
F o r these reasons, th in layers ( 2 0 - 1 0 0 nm) of interface metals such as C r , 
T i , T i W , M o , or N i , w h i c h have a strong interaction w i t h po ly imides 
(102-104, 106, 107), are usually used as an adhesion layer between copper 
and a po ly imide . C r , the most extensively studied and wide ly used interface 
metal , has excellent adhesion to poly imides but is difficult to pattern. T i or 
T i W is easier to pattern but has sl ightly poorer adhesion compared w i t h C r . 

T h e top metal layer i n T F M L structures must be compatible w i t h b o n d 
ing and assembly processes. G o l d , w i t h an under ly ing barr ier metal such as 
T i W or N i , is usually patterned over the top metal layer for oxidation pro 
tection and wire -bond ing compatibi l i ty . F o r solder-bonding processes, a very 
th in layer ( < 1 0 0 nm) of gold is deposited over a solderable metal such as 
nicke l . 

Dielectric Materials. T h e greatest variety of material options exists 
for the po lymer dielectr ic layers. Po ly imides have been the predominant 
die lectr ic material and have been extensively studied and descr ibed i n the 
l iterature (80, 108-114). Po ly imides encompass a broad class o f po lymers 
characterized by a phthal imide r i n g structure (nitrogen bonded to two car-
bonyls that are bonded to the ortho positions of a benzene ring). 

T h e reaction sequence for the synthesis of poly imides is shown i n 
Scheme I . T h e i m i d e ring is formed v ia a thermal ly in i t iated condensation 
reaction from a polyamic ac id , a soluble precursor po lymer synthesized from 

Ο Ο 
Il II c c 

/ ν ^ , 

Il II o o 
acid dianhydride 

b + H 2 N - R - N H 2 • 

diamino base 
L II II o o 

polyamic acid 

C - O H 

NHR'-

13fr250°C 
- 2 n H 2 0 N 

polyimide 

Scheme I. Reaction sequence for the synthesis of polyimides. 
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9. JENSEN Interconnection and Packaging 479 

an acid d ianhydr ide and a d iamine , each of w h i c h contains various aromatic 
substituent groups. T h e highly aromatic structure gives po ly imides excellent 
thermal stability and radiation resistance. O n e of the most common p o l y i 
mides for T F M L applications is formed from benzophenone tetracarboxylic 
acid d ianhydr ide ( B T D A ) and oxydianil ine ( O D A ) plus m-phenylenediamine 
( M P D ) (see structure) (113). 

Poly imides such as B T D A - O D A - M P D possess a combination of phys 
ical properties and processing characteristics that make them unique ly suited 
as a die lectr ic material for T F M L interconnections. T h e precursor solutions, 
a polyamic acid or a soluble po ly imide , can be deposited by a variety of 
techniques to produce a wide range of film thicknesses. T h e abi l i ty of the 
solutions to flow before imidizat ion promotes the planarization of the u n 
der ly ing substrate or conductor topography. After complete imid izat ion at 
300-420 °C, po ly imides are thermal ly stable (decomposition temperature of 
>450 °C) and chemical ly inert and, thus, resistant to degradation d u r i n g 
subsequent processing or assembly steps such as metal deposit ion, etching, 
photol ithography, or soldering. 

Po ly imides have a relatively h igh tensile strength (100-200 M P a ) and a 
large ult imate strain (20-30%). These properties make the films resistant to 
cracking despite the large stresses created by the large mismatch between 
the C T E of poly imides and those of most substrates. F i n a l l y , po ly imides 
have desirable die lectr ic properties for high-speed signal propagation (as 
discussed previously) , specifically, a low dielectr ic constant (typically 3.5 at 
5 0 % relative humidity) and a low dissipation factor (typically 0.002-0.007). 

A l t h o u g h po ly imides such as B T D A - O P A - M P D have many excellent 
properties, a n u m b e r of improvements to these materials are desirable. T h e 
most significant drawbacks of a po ly imide are its h igh absorption of moisture 
(typically 3 wt %) and the large effect of absorbed water on its die lectr ic 
constant (e r varies from 3.1 to 4.1 over 0 - 1 0 0 % relative h u m i d i t y [78,115]). 
The other major disadvantage is the large mismatch between the C T E of 
poly imides (20-50 ppm/°C) and those of substrates. This mismatch causes 
h igh tensile stress i n the po ly imide and warp ing of substrates. Recent de 
ve lopment efforts for po ly imides have been directed toward reduc ing mois 
t u r e a b s o r p t i o n , C T E , a n d d i e l e c t r i c constant ; i n c r e a s i n g m e c h a n i c a l 
strength and toughness; improv ing the planariz ing capabilities, self-adhe
sion, and adhesion to substrates; and increasing the shelf l i fe. 

A wide variety of new polyimides w i t h improved characteristics have 
been introduced recently as products. Significant examples are the r i g i d -

A typical polyimide (BDTA-ODA-MPD) for thin-film multilayer interconnections 
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rod poly imides w i t h very l ow C T E s ( - 2 - 3 ppm/°C) (113, 114). C o m p a r e d 
w i t h B T D A - O D A - M P D , these poly imides also have lower moisture ab
sorption, h igher tensile strength, a higher glass transition temperature (T g ) , 
and a lower die lectr ic constant. H o w e v e r , a significant prob lem w i t h self-
adhesion exists for these h i g h - T g po ly imides . P r e i m i d i z e d polyimides that 
contain fluorocarbon or siloxane groups i n the backbone to make t h e m soluble 
i n h ighly polar solvents have also been developed and have the advantage 
of longer shelf life and lower c u r i n g temperature, because the cur ing involves 
solvent evaporation only. 

Al ternat ive polymers that have certain advantages over poly imides 
have also been introduced ; they inc lude poly(phenylquinoxaline) , 
poly(phenylquinol ine) , and poly(benzocyclobutenes) ( P B C B s ) (93,116). The 
P B C B s have a l ow cur ing temperature (250 °C), l ow dielectr ic constant (2.6), 
low dissipation factor (0.0045), and low moisture absorption (0.3%) T h e de
velopment of specialty polymers for packaging and high-density intercon
nections w i l l continue to be an active area of research as po lymer m a n u 
facturers focus on the needs of the microelectronic industry. 

Processing of Thin-Film Multilayers 

Unique Process Requirements. T h e fabrication of T F M L inter 
connections involves a repetit ive sequence of th in - f i lm processes to deposit 
and pattern conductor and dielectr ic layers. M a n y processes used i n I C 
fabrication, such as vacuum deposit ion of metals, photol ithography, wet and 
dry etching, and newly emerg ing processes (such as laser etching and dep
osition), may be used i n the fabrication of T F M L interconnections. H o w e v e r , 
the geometries and substrates requ i red for packaging impose a n u m b e r of 
unique requirements on conventional th in - f i lm processes. 

Feature Sizes. A l t h o u g h m i n i m u m feature sizes i n T F M L intercon
nections are large relative to I C feature sizes (i.e., 25-μπι versus l-μπι l ine 
widths), the conductor and dielectr ic layers are substantially thicker i n 
T F M L structures, a fact that results i n h i g h aspect ratios. Conductor layers 
must be several micrometers thick to keep resistive losses low, and dielectr ic 
layers must be 10 to 30 μπι thick to maintain l ow interconnection capacitance. 
Thus a thickness :width aspect ratio as large as 1:1 is frequently requ ired . 
This aspect ratio demands anisotropic-etching processes. 

High-aspect-ratio features create large topographies that must be p l a n -
arized w h e n several layers are stacked. T h e thicker films also require long 
processing times for dry deposit ion and etching processes. F i n a l l y , the strain 
energy due to thermal-expansion mismatch increases w i t h increasing film 
thickness and creates potential problems of cracking or loss of adhesion. 

Substrates. T h e substrates used for th in- f i lm interconnections also 
present some unique problems. A variety of substrate materials, sizes, and 
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9. JENSEN Interconnection and Packaging 481 

shapes may be used for a wide range of package applications. These substrates 
require process equipment w i t h more flexibility than most I C equipment , 
w h i c h is designed for automatic handl ing of a single-size wafer. M a n y t h i n -
film substrates, part icularly ceramics, have greater surface roughness and 
more camber than do si l icon wafers. These characteristics l i m i t photo l i th 
ographic resolution and m i n i m u m feature size. T h e large shrinkage tolerance 
i n cofired ceramic substrates also creates a prob lem w i t h pattern registration 
between the th in - f i lm layers and the cofired ceramic. F i n a l l y , substrates 
may contain structures such as seal rings or pins that must be protected 
d u r i n g processing. 

Yield. Perhaps the greatest challenge i n the processing of high-density 
interconnections arises from the large substrate area and its effect on y i e ld . 
The simplest mode l for descr ib ing the effect of randomly d is tr ibuted defects 
on process y i e l d assumes a Poisson distr ibut ion for defects on the surface, 
that is, defects are not c lustered. T h e y i e ld (Y), w h i c h is the probabi l i ty of 
having no fault -producing defects, is given by (117, 118) 

i n w h i c h Ac is the cr i t ical area i n w h i c h a defect w i l l cause a fault and D is 
the area density of defects larger than a given m i n i m u m size. I n many c lean-
room environments , D is inversely proport ional to the square of particle 
size, and thus for faults caused by particulates (21, 36), 

i n w h i c h L is the side length of a square substrate, xc is the m i n i m u m cri t ical 
defect size, and I: is a proport ional ity constant. F o r conductor l ine faults 
(e.g., open and shorted lines), xc is related to the m i n i m u m feature size of 
the conductor pattern, whereas for pinholes creating electrical shorts be 
tween layers, xc can be m u c h smaller. Because the y i e ld depends exponen
tial ly on (L/x)2, the y i e l d for patterning 10-μπι lines on a 10 by 10 c m 
substrate is equivalent to patterning 1-μπι l ines on a 1-cm chip . This pat
terning approaches the l imits of current I C product ion technology. 

Another way of v i ew ing the y i e l d prob lem is to consider that a s i l icon 
wafer may be d i ced into a n u m b e r of chips, and only a fraction of these chips 
needs to be functional , whereas a T F M L substrate that is comparable i n size 
to a wafer must be fault free. Because of this severe y i e l d constraint, defect 
detection and repair techniques may be necessary to obtain acceptable yields 
for T F M L interconnections. Defects may be detected by using probe cards, 
high-speed capacitance or resistance probes (119), automated visual inspec
t ion (120), or voltage-contrast scanning electron microscopy (21). Methods 
such as laser etching and deposit ion (21, 121-129), ink-jet p r i n t i n g (130), or 
wire bonding may be used to selectively repair conductor faults. 

Y = e x p ( - A c D ) (23) 

Y = exp [-k(L/xcf] (24) 
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482 MICROELECTRONICS PROCESSING: CHEMICAL ENGINEERING ASPECTS 

Thin-Film Multilayer Processes. Subtractive Approach. C o n d u c 
tor patterns i n T F M L structures may be defined by either subtractive (78, 
80, 87) or addit ive (85, 88, 96, 131) processes. In the subtractive approach 
(Figure 17), a blanket coating of metal is deposited on the substrate, and a 
positive image of the desired pattern is def ined i n a photoresist layer on the 
metal by using photol ithographic techniques s imilar to those used i n I C 
processing. U n w a n t e d metal is then removed by wet or dry etching. T h e 
conductor pattern is coated w i t h a po ly imide to the requ i red thickness. This 
step planarizes the under ly ing conductor topography. T h e v ia holes that 
connect the layers are etched i n the po ly imide film and then filled by de
posit ing a conformai metal film. The v ia metall ization and subsequent con
ductor layer are then subtractively patterned by using a single photo
l ithographic and etching step. 

Additive Approach. I n the addit ive approach (Figure 18), a negative 
image of the conductor pattern is def ined i n a photoresist layer that must 
be thicker than the conductor layer. M e t a l is then selectively deposited i n 
the open areas o f the resist by electroplating or by a lift-off technique. F o r 

Conductor Resist • 
Deposit conductor (eg. sputter) 

Pattern photoresist 

Etch conductor lines 

Deposit polyimide 

Etch via holes 

Deposit conductor 

Pattern photoresist 

^/f/Z//////////λ Etch conductor vias and lines 

Figure 17. Subtractive approach for processing thin-film multilayer structures. 
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Conductor line 
Deposit pre-plate 

Pattern photoresist (negative 
pattern) 

Plate conductor lines 

Pattern photoresist 

Plate vias 

, Strip resist & preplate 

ψ777777777777?ι 
Polyimide 

ν//////. 

Deposit polyimide 

Expose top of vias 

Figure 18. Additive approach for processing thin-film multilayer structures. 

electroplating, a th in p lat ing base must be deposited beneath the photoresist 
to provide electrical contact to al l of the conductor features. B o t h the pho 
toresist and plat ing base must be str ipped after plat ing. 

In the lift-off process, a blanket metal coating is deposited, usually by 
evaporation, over the photoresist, w h i c h is then dissolved to lift off the 
unwanted metal and leave the desired pattern. T h e lift-off process may be 
assisted by deposit ing and patterning a dielectric layer, a release layer, or 
both beneath the photoresist (131, 132). I n both additive approaches, v ia 
posts are patterned i n a step separate from that used to pattern the conductor 
l ines. T h e po ly imide is then coated over the lines and v ia posts, and shallow 
etching or mechanical po l ishing is done to expose the top of the v ia posts. 
T h e process sequence is then repeated to pattern addit ional layers. 

Comparison of Approaches. The additive processes can achieve con
ductor features w i t h a large aspect ratio, although selective plat ing can create 
a negative side w a l l angle in the conductor that reduces the spacing between 
conductor lines and that is is difficult to coat w i t h po lymer dielectrics. E l e c -
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484 MICROELECTRONICS PROCESSING: CHEMICAL ENGINEERING ASPECTS 

troplating has the advantage of be ing a mature, low-eost technology that can 
be used on large substrates. H o w e v e r , the uni formity , morphology, and 
plat ing rates of electroplated metals depend on pattern geometry and require 
accurate process control . P lated metals are also generally less dense and 
have lower conduct ivity compared w i t h sputtered or evaporated metals. T h e 
lift-off processes are generally l i m i t e d to conductor layers th inner than those 
requ i red for package interconnections. 

T h e subtractive approach is s impler and involves fewer process steps, 
because vias and conductor patterns are def ined i n a single photol ithographic 
step. H o w e v e r , subtractive processing requires staggered vias through sev
eral metal l ization layers, because the vias are not completely filled. T h e 
addit ive approach has the important advantage of a l lowing the vert ical stack
ing of vias through several layers. B o t h addit ive and subtractive approaches 
have been demonstrated i n T F M L interconnections. T h e fol lowing section 
focuses on the ind iv idua l deposit ion and patterning processes used i n sub-
tractive processing, because these processes are more universal and present 
more options. 

Conductor Deposition and Patterning Processes. Conductor 
films may be deposited by a variety of techniques, in c lud ing vacuum proc
esses (such as sputtering and evaporation) or wet processes (such as elec
troplating or chemical plating). W h e n the conductor material has poor 
adhesion to the dielectr ic (e.g., copper on a polyimide) , a th in (20-100 nm) 
layer of a metal such as C r , T i , M o , or N i is usually deposited as an adhesion 
layer on e ither side of the conductor. T h e most wide ly used vacuum dep
osition process is r f (radio frequency) or dc sputtering, w h i c h can be used 
to deposit any metal (133). Sputter ing produces conformai films w i t h good 
adhesion to substrates and provides excellent control of film thickness, stress, 
and morphology. 

Alternat ive vacuum deposit ion processes that have recently been de 
ve loped offer potential advantages such as higher deposition rates, improved 
adhesion, or better control of film stress or morphology. These processes 
inc lude ion-beam sputtering (134), ion-cluster evaporation (135, 136), and 
cathodic-arc deposit ion (137). 

Possibly the most important development i n metal deposit ion processes 
is the direct w r i t i n g of conductor lines by laser-activated processes, in c lud ing 
(1) laser decomposit ion of l i q u i d or gaseous organometallie compounds (122, 
123), (2) laser-activated deposit ion of catalytic metals such as P d , fol lowed 
by selective chemical plat ing (124), and (3) laser-jet electroplating (125). 
W i t h these processes, selective repair of conductor lines or maskless, pro 
grammable w r i t i n g of conductor patterns is possible, w i t h significantly e n 
hanced yields compared w i t h subtractive or additive processes based on 
photol ithographic techniques. 

A variety of etching processes are available for conductor patterning. 

Pu
bl

is
he

d 
on

 M
ay

 5
, 1

98
9 

on
 h

ttp
://

pu
bs

.a
cs

.o
rg

 | 
do

i: 
10

.1
02

1/
ba

-1
98

9-
02

21
.c

h0
09



9. JENSEN Interconnection and Packaging 485 

W e t etching is an inexpensive, mature technology that can achieve h igh etch 
rates w i t h good selectivity for specific metals. However , because the c h e m 
ical reactions are isotropic, wet etching undercuts the photoresist and pro 
duces a sloped side w a l l and is therefore l i m i t e d to conductor features w i t h 
an aspect ratio of less than —0.5. H i g h e r aspect ratios can be achieved by 
using vacuum processes such as ion-beam etching, reactive-ion-beam etching 
( R I B E ) , or reactive-ion etching (RIE) . These processes etch anisotropically 
through the action of charged species that are accelerated perpendicular to 
the substrate, . rp Ion-beam etching uses an inert gas (e.g., Ar) and can etch 
any material , although etching is usually at a slow rate and w i t h poor selec
t ivity over other materials. Thus , a thick photoresist mask and an effective 
etch stop are requ ired . T h e etch rate and selectivity are improved by us ing 
a reactive gas (e.g., C l 2 ) i n R I B E and R I E ; however, these processes are 
more complex, the range of etchable materials is more l i m i t e d , and h igh 
electrode temperatures may be required to volati l ize the reaction products, 
as i n the R I E of copper (138). 

A final alternative for metal patterning is the use of lasers to selectively 
and accurately etch small metal areas. Lasers are routinely used to t r i m t h i n -
film resistors (126); they may also be used to repair defects or etch conductor 
lines by direct ablation i n an inert atmosphere (127,129) or by laser- init iated 
etching i n a reactive gas or l i q u i d (128). 

Polyimide Deposition and Patterning Processes. Deposition Proc
esses. A variety of processes may be used to deposit films of po ly imide 
or other soluble polymers. A po ly imide is normal ly obtained as a solution 
of the polyamic acid or the fully i m i d i z e d po ly imide i n a strong solvent such 
as IV-methylpyrrol idone ( N M P ) . These solutions can be deposited by us ing 
techniques such as spin or spray coating, screening, d ipp ing , or ro l l coating 
to produce a wide range of film thicknesses (1-100 μπι). Some planarization 
of conductor topography is achieved w i t h each coating, and mul t ip le coats 
are often deposited to improve planarization and to achieve the thick d i 
electric layers r equ i red for high- impedance interconnections. 

After deposit ion, the films are cured by heating at a control led rate i n 
a convection oven, hot plate, or tube furnace to evaporate solvents and 
reaction products (primari ly H 2 0 ) and to convert the polyamic acid to the 
po ly imide . T h e final properties and adhesion of po ly imide films depend on 
the cur ing rate and final cur ing temperature, w h i c h can range from 300 to 
450 °C. 

T h e most accurate processes for deposit ing po ly imide solutions are spin 
coating and spray coating. Sp in coating is a wel l -characterized process that 
is used frequently to deposit photoresists i n I C processing. T h e thickness 
of spin-coated films depends on the solution viscosity and solution concen
tration and can be var ied over a w ide range by vary ing the dispense vo lume 
and the t ime and angular speed of sp inning (78, 139). Sp in coating generally 

Pu
bl

is
he

d 
on

 M
ay

 5
, 1

98
9 

on
 h

ttp
://

pu
bs

.a
cs

.o
rg

 | 
do

i: 
10

.1
02

1/
ba

-1
98

9-
02

21
.c

h0
09



486 MICROELECTRONICS PROCESSING: CHEMICAL ENGINEERING ASPECTS 

produces a coating of uni form thickness; however, it is l i m i t e d to square or 
round substrates that are a few inches i n diameter and w i t h no large surface 
topography. 

Spray coating is not subject to these l imitations. Po ly imides can be spray 
coated on large, odd-shaped substrates i n commerc ia l conveyorized systems 
that provide h igh throughput and precise control of spray parameters such 
as the solution flow rate, atomization pressure, nozzle diameter and distance 
to the substrate, and conveyor speed (80). T h e d i lu t ing solvent, solution 
viscosity, and solution concentration are crit ical to the uni formity of the 
sprayed films. Because of the large number of process variables, statistically 
designed experiments are essential i n developing an opt imized spray-coating 
process. 

A recently reported alternative to spin or spray coating is screen p r i n t i n g 
of po ly imide solutions (82, 85, 90). Screen pr in t ing is a low-cost, h i g h -
throughput process capable of d irect ly patterning the po ly imide films as they 
are deposited. Another alternative is the vapor deposit ion of po ly imides , 
w h i c h was reported by researchers who co-evaporated the d iamine and 
dianhydride monomers at stoichiometric rates (140). T h e evaporated films 
had better adhesion, a lower dielectr ic constant, and a lower dissipation 
factor compared w i t h spin-coated poly imides . W i t h this process, un i form, 
defect-free, conformai films can be cured i n situ d u r i n g deposition. 

Patterning Processes. Po ly imide films may be patterned by a variety 
of processes, i n c l u d i n g wet or d ry etching through a photol ithographically 
def ined mask, direct photopatterning of photosensitive po ly imides , or laser 
ablation. T h e process steps invo lved i n wet etching, dry etching, and direct 
photopatterning are shown i n F i g u r e 19. 

Wet Processes. W e t etching (141,142) is a s imple , inexpensive process, 
but l ike most wet-patterning processes, it is l i m i t e d to low-resolution, l ow-
aspect-ratio features. M o s t wet etchants can dissolve only partial ly cured 
po ly imide films, and the difficulty i n contro l l ing the degree of partial cur ing 
l imits the reproduc ib i l i ty of etch rates and pattern geometries. F u r t h e r m o r e , 
the addit ional shrinkage of the films dur ing the final cure after wet etching 
may cause further loss of resolution or local ized cracking because of the 
stress that is concentrated at small-radius patterned features. 

Dry Processes. M a n y of the l imitations of wet etching are overcome 
by using dry processes, such as plasma etching or R I E , to etch the p o l y i 
mides. W i t h plasma etching or R I E , the substrates are placed on the lower 
electrode i n a parallel-plate system sustaining an r f plasma. T h e po ly imide 
is usually etched i n a mixture of oxygen and a fluorine-containing gas such 
as C F 4 or S F 6 (78, 143, 144). Because a photoresist etches at nearly the 
same rate as a po ly imide , the R I E of thick films requires that a masking 
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9. JENSEN Interconnection and Packaging 487 

Figure 19. Process steps for patterning polyimides by wet etching and dry 
etching and for direct photopatterning of a photosensitive polyimide. The 

abbreviation PR stands for photoresist. 

layer of a s low-etching material , such as a metal , si l icon n i tr ide , or s i l icon 
oxide, be deposited and patterned on top of the po ly imide , a procedure that 
is s imilar to a t r i l eve l resist process. Alternat ive dry etch processes inc lude 
reactive-ion-beam etching ( R I B E ) or ion-beam-assisted etching, i n w h i c h a 
beam of reactive ions (e. g., Ο + ) or inert ions (e. g., A r + ) is accelerated toward 
the substrates, w h i c h may be flooded w i t h a reactive gas such as 0 2 (145). 
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488 MICROELECTRONICS PROCESSING: CHEMICAL ENGINEERING ASPECTS 

In a l l of these dry processes, the etching reactions are init iated by ions 
that are accelerated perpendicular ly to the f i lm surface, and thus dry proc
esses produce high-aspect-ratio features w i t h nearly vert ical side walls i n 
ful ly -cured po ly imide films. T h e dry processes are also more reproducible 
than the wet -etching processes, and a variety of process parameters (e.g., 
reactor pressure, gas composit ion and flow rate, and r f power or ion-beam 
energy) can be var ied to control accurately such characteristics as etch rate, 
selectivity for etching different materials, and side wa l l angle of etched 
features. T h e side walls of v ia holes are frequently tapered to ensure good 
metal step coverage (80). 

Direct Patterning of Photosensitive Polyimides. Photosensitive p o l y i 
mides (PSPIs) are recently developed materials that can be direct ly photo-
patterned l ike a negative photoresist (80,85,88,146-148). The most c ommon 
P S P I s are polyamic acids that have been esterified w i t h photoreactive a l 
cohols and combined w i t h photoinitiators to form a po lymer that w i l l cross
l ink under exposure to U V radiation and become insoluble . T h e unexposed 
material is selectively dissolved i n a developer solution, and the patterned 
film is then cured to convert the cross- l inked polyamic acid to a po ly imide 
and dr ive off the cross- l inking groups. 

W i t h P S P I s , the photopatterning process involves significantly fewer 
process steps (Figure 19) and eliminates the need for expensive plasma 
equipment . H o w e v e r , the process is current ly l i m i t e d to aspect ratios of 
about 0.5 for negative features such as v ia holes. H i g h e r aspect ratios can 
be obtained for positive features such as l ines; unfortunately, holes are the 
more-prevalent features for T F M L structures. 

T h e resolution of negative features i n a PS P I is l i m i t e d by swel l ing d u r i n g 
development and by the large amount of film shrinkage that occurs d u r i n g 
the final cure after development (typically 5 0 % shrinkage). Th i ck films are 
also difficult to pattern because of the h igh absorption of U V wavelengths 
by P S P I s . H i g h U V absorption l imits the depth of cross- l inking i n the film 
(88, 148). D u r i n g development, the uncross- l inked po lymer beneath the 
cross- l inked surface layer is dissolved and results i n an undercut and an 
overhanging side w a l l profi le. This prob lem may be overcome by repeated 
coating and development of th in films (80) or by filtering the 365-nm l ight 
(145). Improved P S P I s are continually be ing developed by several m a n u 
facturers and are a promis ing alternative to wet or dry etching of po ly imides . 

Direct Patterning by Laser Ablation. A promis ing future technique for 
patterning po ly imide films is direct patterning by laser ablation. These proc
esses are i n the in i t ia l stages of development at a number of laboratories 
(149-152). A po ly imide can be thermal ly or photochemical ly decomposed 
by a variety of lasers and wavelengths, inc lud ing C 0 2 , N d - Y A G , A r + , or 
excimer lasers. Pu l sed excimer lasers operating at wavelengths of 193-351 
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9. JENSEN Interconnection and Packaging 489 

n m have produced the best results. These lasers cleanly ablate po ly imides 
without produc ing by-products of thermal decomposition. 

M o s t of the in i t ia l work on excimer laser etching has been concerned 
wi th reaction mechanisms, part icularly the relative roles of thermal and 
photochemical dissociations, rather than the practical problems of masking, 
optics, a l ignment, and control of feature geometries. I n a few studies, fine 
features have been patterned i n po ly imide films by exposing a large-area 
laser beam through a contact mask or by using a focused beam. Laser ablation 
offers excit ing possibilities for maskless, computer-control led direct w r i t i n g 
of v ia holes or other features i n po ly imide films, w i t h significant improve 
ments i n prototype turnaround t ime and y i e l d enhancement through e l i m 
ination of the masks, process steps, and defects associated w i t h photo
l i thographic processes. 

Demonstrations of Thin-Film Multilayer Interconnections 

Test Vehicles and Prototype Packages. High-dens i ty th in - f i lm i n 
terconnection technologies are be ing actively developed at a number of 
companies and research laboratories for a variety of applications. Several 
groups have descr ibed their process approaches i n some detai l (78, 80, 85, 
88, 93, 96). I n addit ion , several demonstrations of T F M L technology, i n 
c lud ing test vehicles and functional mul t i ch ip packages, have been descr ibed 
i n the l iterature. 

Test vehicles have been used to determine the process capabilities, 
electrical and thermal performance, and re l iabi l i ty of T F M L interconnec
tions (78, 79, 85, 88, 91 , 95, 9 8 , 1 0 0 , J53). Examples of test vehicles inc lude 
(1) s imple str ipl ine and microstr ip structures to characterize the transmission 
l ine properties of T F M L interconnections, (2) mul t i ch ip r i n g oscillator c i r 
cuits to determine the propagation delay and dynamic behavior of T F M L 
interconnections (78, 95, 153), (3) thermal test vehicles to determine the 
thermal impedance of heat conduct ion through T F M L layers (98, 100) and 
through the substrate and package (91), and (4) a mul t i ch ip test vehicle to 
test output dr iver circuits i n submicrometer bipolar I C s (79, J00). T h e latter 
test vehic le , w h i c h was patterned on a 3 by 3 i n . (7.6 by 7.6 cm) p i n n e d 
cofired ceramic substrate w i t h five metal layers of T F M L interconnections, 
is shown i n F i g u r e 20. 

Funct i ona l prototype packages that demonstrate the feasibility and per 
formance advantages of T F M L interconnections have been described. These 
prototypes i l lustrate the broad range of applications of high-density T F M L 
interconnections. 

T h e top of F i g u r e 21 shows a microprocessor module developed by 
H o n e y w e l l for computer applications. T h e module contains n ine bipolar gate 
array I C s , w i t h 174 I / O s per chip that are bonded by T A B to an 80 by 80 
m m substrate w i t h 420 off-package connections around the edge of the sub
strate (80). O n e of the five metal layers of this package, w i t h 3 7 ^ m - w i d e 
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Figure 20. Multichip test vehicle for submicrometer bipolar ICs. The vehicle 
contains five metal layers of copper-polyimide interconnections on a pinned 
cofired ceramic substrate (3 by 3 in. [7.6 by 7.6 cm]) (Reproduced with per

mission from reference 79. Copyright 1988 Materials Research Society.) 

l ines on a 250-μηι p i t ch (which is hal f the typical rout ing density) is shown 
i n the bottom of F i g u r e 21. 

Another reported prototype reported by H o n e y w e l l is an 18-chip h y b r i d 
module for image-processing applications (Figure 22) (33, 80). Th i s package 
contains two 8000-gate C M O S gate arrays and 12 static R A M (random-access-
memory) chips on a 2.25 by 2.25 i n . (5.1 by 5.1 cm) T F M L substrate mounted 
i n a hermetical ly sealable flatpack. H o n e y w e l l has also demonstrated T F M L 
packaging for process control electronics (99), as w e l l as a mul t i ch ip memory 
module for supercomputer applications and mul t i ch ip memory and logic 
modules for space-borne computers. A single-chip package for dig i tal G a A s 
ICs w i t h 200 I / O s and designed to operate at data rates of up to 3 gigabits 
per second is current ly be ing developed (R. Jensen, unpublished) . This 
package contains th in - f i lm T a N resistors patterned very close to the chip to 
permi t the terminat ion of high-speed signal l ines and thus prevent signal 
reflections and ringing. 

O t h e r functional T F M L packages that have been described i n the l i t 
erature inc lude (1) T F M L interconnections that are be ing used b y M i t s u b i s h i 
i n h y b r i d mul t i ch ip circuits to increase the interconnection density and 
reduce costs compared w i t h current thick- f i lm technology (85), (2) a two-
layer C u - p o l y i m i d e interconnect ion approach for digital c ipher electronics 
i n a mobi le radio communicat ion system (83), and (3) a 4-kilobyte E C L 
(emitter-coupled logic) R A M module operating at 100 M H z (developed by 
H e w l e t t - P a c k a r d ) , w i t h four layers of interconnect ion on a S i substrate (92). 

N o v e l A p p r o a c h e s . A number of groups have focused on si l icon 
substrates for th in - f i lm interconnections (89, 9 1 - 9 3 , 97). T h e most advanced 
technology of this type is A T & T ' s advanced V L S I package (AVP), w h i c h uses 
flip-chip solder bonding of I C s onto a si l icon substrate containing h i g h -
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9. JENSEN Interconnection and Packaging 491 

Figure 21. Nine-chip microprocessor module with TFML copper-polyimide 
interconnections on an 80 by 80 mm ceramic substrate. Top, completed package 
populated with tape-automated-bonded ICs; bottom, internal signal intercon
nection layers. (Reproduced from reference 80. Copyright 1987 American 

Chemical Society.) 
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492 MICROELECTRONICS PROCESSING: CHEMICAL ENGINEERING ASPECTS 

Figure 22. Multichip package for electrooptical-signal-processing applications, 
with TFML interconnections on a ceramic substrate housed in a metal flatpack. 
(Reproduced from reference 80. Copyright 1987 American Chemical Society.) 

density (20-μηι signal l ine pitch) C u - p o l y i m i d e interconnections (97, 98). 
F l i p - c h i p bonding permits very close spacing of the chips, and large power 
and ground solder bumps are used for heat transfer to the substrate. T h e 
A V P has been demonstrated i n a three-chip processor c ircuit operating at 
14 M H z ; the chips were interconnected on a substrate (1.3 by 3.0 cm) 
mounted i n a 160 - I /O P G A package. 

In one of the most nove l approaches to high-density interconnections 
developed b y G e n e r a l E l e c t r i c (94, 95), chips are bonded to a r i g id , thermal ly 
conductive substrate, and an overlay of Kapton , a flexible po ly imide sheet, 
is laminated onto the top surface of the chips. Contact to the chips is made 
by etching vias by laser through the Kapton , and the T F M L structure is 
then patterned on the K a p t o n overlay, again by using maskless laser-pat
tern ing techniques. This approach permits a very h igh chip packing density, 
excellent thermal dissipation, and rapid turnaround of prototype circuits 
through the use of maskless, laser-patterning processes. However , some 
concerns have been expressed regarding the re l iabi l i ty and temperature 
l imitat ion of the laminat ing adhesive, the accessibility to inspection and 
repair of the interface to the chips , and the functional package y i e l d , w h i c h 
depends on the cumulat ive y i e l d of functional chips after assembly. 

T h e most advanced application of T F M L technology has been reported 
by N E C for the ir S X - 1 and S X - 2 supercomputers that are current ly i n pro 
duct ion (81). The logic module for the computer contains 36 ceramic chip 
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9. JENSEN Interconnection and Packaging 493 

carriers on a T F M L - p e r s o n a l i z e d p inned cofired ceramic substrate. A n u n 
populated substrate and a cross section of the chip carrier and substrate are 
shown i n F igure 23. A 1000-gate C M L logic ch ip or four R A M chips are 
bonded by T A B inside each " f l i p - T A B " chip carrier , and the carriers are 
then soldered face down to the mul t i ch ip substrate through an area array of 
metal l ic bumps. T h e 100 by 100 m m mul t i ch ip substrate contains five metal 
layers of T F M L interconnections, w i t h 25-μπι-wide signal l ines on a 75-μπι 
p i t ch sandwiched between meshed ground planes i n an offset str ipl ine con -

Polyimide Thin-film 
Signal layers with 

Ground Planes 
FTC 

(flip tab carrier) 

mm 
mm 
vzm 
mm 

Y////////M 
V/////////À 

Κ A 
I/O pin 

V/////A 
Υ/////Λ J 

Top Metalization 
Ground Mesh 
Signal Layer 
Signal Layer 
Ground Mesh 

Power & Ground 

Multilayer Alumina 
Ceramic Substrate with 
Power and Ground Planes 

Figure 23. Multichip package fora supercomputer. Top, unpopulated substrate 
with TFML copper-polyimide interconnections on a 100 by 100 mm multilayer 
ceramic substrate; bottom, cross section of interconnection structure andflip-
TAB carrier. (Reproduced with permission from reference 81. Copyright 1985 

Institute of Electrical and Electronics Engineers.) 
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494 MICROELECTRONICS PROCESSING: CHEMICAL ENGINEERING ASPECTS 

figuration. T h e cofired ceramic substrate contains internal metal planes for 
power and ground d istr ibut ion , and a gr id of 2177 I / O pins on 0.100-in. 
(0.254-cm) centers for connection to a P W B . T h e module is l i q u i d cooled, 
w i t h heat conducted through pistons contacting the back side of the ch ip 
carriers, s imilar to the thermal conduction module . T h e mul t i ch ip package 
permits the system to achieve a performance of 1300 megaflops (mi l l ion 
floating point operations per second) w i t h a machine cycle t ime of 6 ns. 

Future Packaging and Interconnection Technologies 

N o v e l packaging and interconnection technologies w i l l be essential for con
t inued advancements i n the performance of IC-based systems. F o r example, 
many advanced processors use h ighly paral le l architectures r equ i r ing very 
h igh interconnect ion density and fan-out. U l t imate ly , these systems ap
proach the l i m i t of neural networks, w h i c h are highly connected networks 
of s imple neuronl ike processors i n w h i c h the interconnections play an i n 
tegral role i n the processing function (154). A few examples of newly emerg 
ing packaging and interconnect ion concepts are discussed i n this section. 

Three-Dimensional Packaging. T h e vo lume of most advanced su 
percomputers is continually shr inking to reduce the speed-of-light propa
gation delays. To increase the vo lumetr ic density of devices, new concepts 
are needed to increase interconnection density i n the t h i r d d imens ion , per 
pendicular to the plane of ch ip and board interconnections (155-159). A n 
example is the "but ton board" , w h i c h uses "buttons" of compressed copper 
wire for connections between stacked P W B s (155). Opt i ca l interconnections 
may also be used for signal propagation i n the t h i r d d imension (159). T h e 
volumetr ic density of chips has also been increased by stacking and l a m i 
nating a n u m b e r o f chips to form a cube w i t h connections patterned on one 
edge; this approach is especially attractive for memory I C s that have low 
power dissipation and redundant c ircuitry . 

Heat Dissipation. T h e very h igh power densities result ing from i n 
creased c ircuit density and speed require innovative approaches for d iss i 
pating heat, such as heat pipes (160, 161), immers ion cool ing (64-66), or 
structures such as microchannels (162, 163) or microcapil laries (163-165) 
etched into the substrate or fabricated internal ly w i t h i n a cofired ceramic 
substrate (166). 

A novel method for achieving low thermal impedance between the ch ip 
and substrate has been developed at Stanford Univers i ty (163-165). R e e n 
trant microcapil laries (3-5 μπι wide) are etched into the substrate (either a 
si l icon wafer or a ceramic coated w i t h a polyimide) and partial ly filled w i t h 
a fluid such as silicone o i l . This structure increases the heat-transfer area, 
reduces the interfacial thermal resistance, and provides a stress-free, re -
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9. JENSEN Interconnection and Packaging 495 

versible die attachment through capil lary forces. T h e r m a l resistances of 
0 .05-0 .07 ° C / W have been measured for these microcapi l lary interfaces. 

T h e group at Stanford has also developed a method for increasing the 
convective heat transfer from the back side of a s i l icon substrate by sawing 
high-aspect-ratio grooves (50 μπι wide and 300 μπι deep) into the substrate 
(162, 163). C o o l i n g fluid is forced through the grooves and the convective 
heat transfer increases because of the increased area and larger heat-transfer 
coefficient. T h e r m a l resistances of 0.1 ° C / W have been demonstrated w i t h 
the microchannels. 

High-Density Bonding. A technique for achieving very h igh density 
of bond ing to an I C has also been developed at Stanford (167). Cant i l ever 
beams of gold l ines on si l icon dioxide are formed by anisotropically etching 
trenches i n the under ly ing si l icon substrate. T h e ICs are bonded face down 
to the canti lever beams, w h i c h bow upward because of internal stress i n the 
oxide film. T h e stressed beams produce a contact force of —0.4 m N for each 
bond. This structure permits a nonpermanent, very h igh density (40-μπι 
pitch) bond to the I C s . F i g u r e 24 shows Stanford's overal l "active substrate" 
concept combin ing microchannel cool ing, microcapi l lary die attachment, and 
cantilever beam contacts on a si l icon substrate that may contain active dr iver 
circuits . 

Wafer-Scale Integration. O n e of the most we l l -pub l i c i zed and 
wide ly debated approaches to increase system performance is wafer-scale 
integration (WSI) , i n w h i c h an entire system or a large functional block of 
circuits is integrated on a large chip approaching the size of a si l icon wafer 
(168-171). W S I can greatly increase c ircuit density, improve re l iabi l i ty be 
cause of fewer interconnections, and increase speed and reduce power be-

Figure 24. Integrated active-substrate system proposed by Stanford University. 
The system includes cantilever bonding, microcapillary die attachment, and 
microchannel heat exchange on a silicon substrate with active circuits. (Figure 

was based on reference 167.) 
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496 MICROELECTRONICS PROCESSING: CHEMICAL ENGINEERING ASPECTS 

cause of fewer off-chip signals. However , the severe y i e ld penalty incurred 
by the large ch ip area requires h ighly redundant c ircuitry or reconfigurable 
designs based on self-test and self-repair of c ircuit elements. Efficient heat 
removal and power d is tr ibut ion methods are also requ ired for W S I chips. 

A n alternative approach is to mount ind iv idua l pretested chips on a 
sil icon or alternative substrate containing high-density interconnections 
(91-93, 97, 172-173). This approach, k n o w n as hybrid-wafer-scale integra
t ion ( H W S I ) , c ircumvents the y i e l d l imitations of W S I but retains many of 
its advantages. T h e si l icon substrate has several inherent advantages, i n 
c lud ing a thermal expansion coefficient matched to those of the chips, h igh 
thermal conduct ivity , a good surface finish, and standardized sizes for sem
iconductor processing. T h e fabrication of active devices such as chip-to-chip 
drivers and receivers in the si l icon substrate is possible, and the size and 
power consumption of the I C s can thus be reduced. F i n a l l y , w i t h H W S I , 
the combinat ion of different c ircuit technologies, such as bipolar , M O S , and 
G a A s , i n a h y b r i d module is possible. Exce l l ent comparisons of W S I and 
H W S I approaches have been made (J31, 171). 

Superconductors. O n e of the most important l imitations to w i r i n g 
density i n H W S I or W S I interconnections is the dispersion and loss caused 
by the h igh resistance of long interconnections. As interconnection density 
increases, the conductor cross section must decrease and resistive losses 
become l imi t ing . High-cr i t i ca l - temperature (T c) superconductors have been 
considered as a solution to this prob lem, because the dc resistance w i l l be 
zero be low the T c , and the high-frequency attenuation is negligible at fre
quencies of u p to 10 G H z (174-177). H o w e v e r , the cr it ical current density 
( i c ) i n present-day superconduct ing materials ( 1 0 5 - 1 0 6 A / c m 2 ) l imits the 
m i n i m u m interconnect ion cross section. T h e rapid advances be ing made 
now toward increasing the Tc and Ic of superconductors and developing 
techniques for processing th in superconductor films are l ike ly to improve 
the appl icabi l i ty of these materials for high-density interconnections. Stan
dard conductors such as A l and C u also have significantly higher conduct ivity 
at l iqu id -n i trogen temperatures (five to eight times greater at 77 Κ for Al ) 
and, thus, offer another solution for reduc ing the resistance or cross section 
of high-density interconnections. H o w e v e r , none of these approaches for 
reduc ing interconnection resistance can alleviate the fundamental speed-of-
l ight l imitat ion to interconnect ion delay. 

Optical Interconnections. Significant advancements i n intercon
nection technology are becoming possible through the use of optical signal 
transmission. Semiconductor diode lasers or l ight -emitt ing diodes are used 
to convert electrical signals into photonic signals that are transmitted through 
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9. JENSEN Interconnection and Packaging 497 

optical interconnections and reconverted into electrical signals by semicon
ductor detectors. I n general, optical interconnections have a m u c h higher 
bandwidth than do electrical interconnections because of the higher fre
quencies of the optical signals. Therefore, mul t ip le data streams can be 
mul t ip lexed and propagated through a single optical interconnect ion rather 
than through many electrical interconnections. 

F i b e r optics have been used for a number of years i n the t e l e commun
ication industry for long-distance signal transmission (178). T h e advantages 
of optical interconnections i n these applications inc lude their h igh band 
w i d t h , low loss, l ight weight, l ow vo lume, security, and freedom from elec
tromagnetic interference. M o r e recently, optical interconnections have been 
proposed for board-to-board, chip-to-chip, and even intrachip interconnec
tions i n computer systems and local-area networks (179-183). In these ap
plications, optical interconnections offer several potential advantages over 
electrical interconnections, inc lud ing higher density because of the smaller 
cross section of optical waveguides, higher fan-out because of the absence 
of capacitive loading, h igher bandwidth w i t h less dispersion, and freedom 
from electromagnetic interference, ground loops, and crosstalk. Opt i ca l sig
nals can also cross without interacting and thus permit crossovers w i t h i n a 
single layer i n planar waveguides. 

F ibers may be used for board-to-board communicat ion , but for h igher 
density interconnections w i t h i n M C P s , fibers are too bu lky , and therefore, 
optical interconnections are fabricated as waveguides i n t h i n films (183). 
Several investigators have reported the use of polyimides as an optical wav
eguide m e d i u m (184-186). Because polyimides are also a wide ly used d i 
electric for T F M L electrical interconnections, a combination of electrical 
and optical interconnections, w h i c h benefits from the advantages of both 
technologies, is possible w i t h i n the same material system. E le c t r i ca l con
ductor layers could be used for power distr ibut ion and low-speed signals, 
whereas optical interconnections wou ld be used for high-speed, high-fan-
out signals such as clock d istr ibut ion and data bus l ines. Opt i ca l intercon
nections may be fabricated also through wafers for three-dimensional inter 
connection of stacked ICs (159). 

A number of technological advancements are needed to realize the fu l l 
performance potential of optical interconnections in computer systems, i n 
c lud ing the development of lower power lasers and receivers, the monol i thic 
integration of optoelectronic devices w i t h electronic circuits, the integration 
of optical and electrical interconnections w i t h i n a package, the improvement 
of methods for coupl ing optical signals into waveguides or fibers, the re
duct ion of scattering losses and absorption i n waveguides, and the deve l 
opment of new, h ighly paral lel architectures and mult ip lex ing schemes that 
can exploit the h igh fan-out, bandwidth , and density of optical interconnec
tions. 
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10 
Semiconductor Processing Problems 
Solved by Wet (Solution) Chemistry 

Marjorie K. Balazs 

Balazs Analytical Laboratory, Sunnyvale, CA, 94086 

This chapter gives explicit examples of how the techniques of wet 
(solution) chemistry can be applied to the production of integrated 
circuits. The quality control for processed thin films, chemicals, and 
pure water, along with microcontamination analysis, to resolve pro
duction problems are discussed. These examples indicate that wet 
chemical techniques are the only ones available for absolute stan
dardization and measurement of trace metals and their effect on the 
devices produced by current very-large-scale-integration (VLSI) tech
nology. 

THE SEMICONDUCTOR INDUSTRY USES CHEMICALS and chemistry to pro 
duce its products but does not employ large numbers of chemists or chemical 
engineers. C lear ly , the omission of these professionals has h indered the 
advancement and reduced the competit ive edge of the semiconductor i n 
dustry. T h e lack of chemical expertise has l e d to a neglect of advanced 
chemical processes that can establish a fundamental understanding of in te -
grated-circuit (IC) product ion. Thus some of the most accurate and sensitive 
methods for the measurement and identif ication of organic and inorganic 
materials for process quality control , analysis of microcontamination, i n c o m 
ing-material evaluation, or product ion prob lem evaluation have been i g 
nored. 

A l though electrical engineers and physicists have resorted to creative, 
interest ing, and often very precise electrical measurements to investigate 
problems or establish control parameters for I C product ion, these methods 
do not y i e ld direct chemical information concerning materials or processes. 

0065-2393/89/0221-0505$06.00/0 
© 1989 American Chemical Society 
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E l e c t r o n beam techniques have aided electrical measurements greatly, but 
these methods often lack sensitivity (X-ray and A u g e r spectroscopy and 
E S C A [electron spectroscopy for chemical analysis]) and accuracy ( S I M S 
[secondary-ion mass spectrometry] , etc.), two attributes that are of p r i m e 
importance i n I C process technology. Fortunate ly , materials can be analyzed 
w i t h both accuracy and sensitivity by wet chemical analysis. 

C u r r e n t l y , A m e r i c a n semiconductor manufacturers are losing the battle 
w i t h Japan and K o r e a i n the product ion and sales of re l iable , l ow-pr i ced I C 
devices or chips. T h e failures and low yields that have h indered U . S . efforts 
are partial ly caused by the inadequate understanding of the chemical proc
esses i n semiconductor product ion and the lack of good qual ity controls for 
chemicals and processes. 

F o r the U n i t e d States to w i n this w o r l d competi t ion, we must have a 
better understanding of the materials used i n making I C s , that is, their exact 
composition and trace contamination analysis be low part -per -b i l l i on levels, 
and we must be more cr i t ical about the accuracy of the measurements we 
make. 

Wet Chemical Analysis in Semiconductor Manufacturing 

W e t chemical analysis is especially useful to semiconductor I C manufacturers 
i n the fol lowing five areas: 

1. measurement of dopant concentrations i n dielectr ic th in films, 

2. evaluation of a l u m i n u m metall ization and other th in films such 
as sil icides and t i tan ium-tungsten (TiW), 

3. determinat ion of metals i n ultrapure water, 

4. qual ity control of chemicals and their evaluation d u r i n g and 
after use, and 

5. use of wet chemistry i n conjunction w i t h other instrumental 
methods for the resolution of microcontamination problems. 

Analysis ofPSG and PBSG 

Wet Chemical Methods. W e t chemical methods may be used rou 
t inely to determine the phosphorus content (total, P 2 0 3 , P 2 0 5 , and P H 3 ) of 
phosphosilicate glass (PSG) and phosphoborosilicate glass ( P B S G ) dielectr ic 
th in films, the total boron content of P B S G , and the si l icon and copper 
contents of a l u m i n u m films. Methods for the determination of other elements 
cr i t ical to semiconductor manufacturing are st i l l be ing developed. 

W e t chemical co lor imetr ic methods are the choice for the accurate de
terminat ion of the composit ion of doped th in films. Since early 1960, color-
imetry has been used to measure the percentage of phosphorus i n P S G (I , 
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10. BALAZS Semiconductor Processing Problems 507 

2) and the percentages of phosphorus and boron i n P B S G . Co l o r imet ry is 
the only method that gives accurate and absolute results; it is the pr imary 
method of de termin ing the quantity of dopant in t h i n films, and conse
quently , it has been used to standardize phosphorus-doping processes. B e 
cause wet chemical methods have no matrix effects, the accuracy w i t h these 
methods far exceeds that by X - ray , E S C A , Auger , or F o u r i e r t r a n s f o r m -
infrared (FTIR) spectroscopy, w h i c h are methods that show matrix effects. 

W e t chemical methods involve sophisticated sample preparation and 
standardization w i t h Nat ional Bureau of Standards reference materials but 
are not difficult for the analytical chemist nor necessarily t ime consuming 
(Figure 1). T h e t ime from sample preparation to final results for various 
analytical methods, such as G F A A (graphite furnace atomic absorption), I C P 
( inductively coupled plasma spectroscopy), I C P - M S ( I C P - m a s s spectrom
etry), and color imetry, ranges from 0.5 to 5.0 h , depending on the technique 
used. Co l o r imet ry is the method of choice because of its extreme accuracy. 
Typica l results of the color imetric analysis of doped oxides are shown i n 
Tables I and I I , w h i c h show the accuracy and precis ion of the measurements. 

Because wet chemistry gives absolute results and is more sensitive c o m 
pared w i t h electron beam methods, it is useful i n measuring the uni formity 
of a dopant across a wafer. E S C A , X - ray spectroscopy, and Auger spectros
copy can measure uni formity more quick ly , but these methods give relative, 
not absolute, measurements. F u r t h e r m o r e , calculations for wet chemical 
analyses are done i n three significant figures (Figure 2). However , because 
the accuracy of dopant measurements i n t h i n films is generally ± 3 % of the 
actual value, data are reported more often i n two significant figures. N e v e r 
theless, the re l iabi l i ty of the results from wet analysis given i n two significant 
figures is m u c h greater than that of results from electron beam equipment . 

I n s t r u m e n t a l M e t h o d s . Engineers i n the I C industry prefer to use 
X - ray or F T I R spectroscopy to determine the quantities of phosphorus i n 
th in films because of the speed of these methods. These spectroscopic m e t h 
ods are satisfactory for a relative indication of the dopant leve l i n th in films 
or additives to metal l ization layers, but they do have serious drawbacks. X -
ray spectroscopy is seriously affected by matrix effects and can easily be off 
by ± 1 5 - 2 0 % of the actual concentration of dopant in th in films i f the equ ip 
ment is not proper ly cal ibrated against a material that has been analyzed by 
wet techniques. X - r a y spectroscopy is further affected by the film thickness 
and the dopant profile throughout the film. 

F T I R spectroscopy is a more accurate method for a quick analysis of the 
phosphorus i n th in films. H o w e v e r , the P 2 0 5 peak i n F T I R is seriously 
affected i f the th in film becomes hydrated. Some loss of sensitivity is caused 
by the movement of part of the peak from the P 2 0 5 region to the P 2 0 5 · 
H 2 0 region upon hydration of the th in film (Figure 3). This shift affects the 
measured phosphorus content of a th in film. A lso , the lack of a significant 
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10. BALAZS Semiconductor Processing Problems 509 

Table I. Phosphorus Analysis of Sections of P B S G Films 

Wafer Oxide 
Thickness (A) 

Wt. % 
1 2 

Ρ 
3 

Maximum 
Variation 

6100 1.78 1.79 0.01 
5500 1.89 1.98 0.09 
6300 1.91 1.96 0.05 
4900 1.98 2.04 1.96 0.08 
3100 2.48 2.43 0.05 
5400 3.63 3.60 0.03 
7000 3.69 3.74 0.05 
5300 4.39 4.34 4.36 0.05 
4700 4.41 4.45 4.60 0.19 
5900 5.00 5.02 0.02 
4800 5.20 5.16 0.04 
3800 5.94 5.74 0.20 
3400 5.98 6.02 0.04 

Table II. Boron Analysis of Sections of P B S G Films 

Wafer Oxide Wt. % Β Maximum 
Thickness (Â) 1 2 Variation 
6000 1.35 1.64 0.29 
3600 1.51 1.46 0.05 
3300 1.86 1.83 0.03 
5000 2.56 2.64 0.08 
7900 3.54 3.61 0.16 
5100 3.68 3.84 0.20 
7300 3.77 3.61 0.16 
4400 4.99 5.11 0.12 
5400 5.27 5.29 0.02 
4000 5.36 5.19 0.17 
5400 5.80 5.78 0.02 

boron peak makes F T I R spectroscopy less reliable for the measurement of 
boron i n P B S G fi lms. 

The determinat ion of specific phosphorus compounds i n th in films is 
important. O n l y through wet chemical analysis was it possible to first discover 
the presence and then to accurately measure the quantities of P 2 0 5 , P 2 0 3 , 
and phosphine found i n plasma, plasma-enhanced, L P O - L T O (low-pressure 
ox ide - low-temperature oxide), and C V D (chemical vapor deposition) proc
esses (3). Methods such as X-ray or F T I R spectroscopy w o u l d have seen a l l 
phosphorus atoms and w o u l d have characterized them as totally useful phos
phorus. In plasma and plasma-enhanced C V D films, phosphine is totally 
useless i n doping processes. 

A s imilar p rob l em exists w i t h boron-doped oxides or P B S G s . In this 
case, boron is frequently found as very small submicrometer crystals sitt ing 
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10. BALAZS Semiconductor Processing Problems 511 

0.0 ι 1 1 r 
1600.0 1500.0 1000.0 400.0 

Wavenumber 

Figure 3. Calibration standard for 3.0 wt % P. 

on top of the P B S G . These crystals make the f i lm look somewhat hazy. B y 
using wet chemical techniques, this material can be removed from the top 
of the film and quantif ied. A second piece of a wafer can be analyzed for 
total boron. B y subtracting surface boron from total boron, one can determine 
the useful amount of boron i n the thin film that w i l l assist i n lower ing the 
mel t ing point of the oxide d u r i n g reflow. Oftentimes the quantity of boron 
left on the surface sufficiently reduces the quantity of boron i n the t h i n film 
to affect the temperature at w h i c h reflow w i l l take place. 

Analysis of Other Thin Films 

Silicon in Aluminum Films. Table III illustrates the typical results 
of measurements of si l icon i n an a l u m i n u m film compared w i t h that i n various 
targets used to make those th in films. Calculations can be carried out easily 
in three significant figures. N o other method of measuring si l icon i n a l u 
m i n u m has the sensitivity or the abi l i ty to come w i t h i n less than 2 0 % of the 
actual value. 

Suicides and Titanium-Tungsten. The determination of the ratio 
of metals to s i l icon i n metal silicides or of t i tanium to tungsten i n t i ta -
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512 MICROELECTRONICS PROCESSING: CHEMICAL ENGINEERING ASPECTS 

Table III. Typical Results of Analysis of % Si 
in Aluminum 

Sample % Si 
A l F i lm 

1 0.98 
2 1.01 

Target 
1 0.97 
2 1.01 
3 1.01 

n i u m - t u n g s t e n materials is even more difficult. A l though wet chemical tech
niques have been used by process engineers for the analysis of these t h i n 
films for over a decade, these analyses were not routine procedures i n sem
iconductor-processing plants. Rout ine wet chemical procedures for the anal 
ysis of silicides have been developed and are now used extensively. 

The results of two studies of si l ic ide films are presented i n Tables I V 
and V. F o r the results shown i n Table IV, mo lybdenum silicides were de
posited on vitreous carbon disks. O n e set was str ipped w i t h base (2 Ν N a O H ) , 
and the other set was str ipped w i t h acid ( H F - H N 0 3 - H 2 0 , 1:1:10). T h e 
study of c h r o m i u m silicides (Table V) gave s imilar results. 

To verify the accuracy of an analytical chemical procedure, a material 
balance or verif ication by other techniques must be obtained. F o r the analysis 
of mo lybdenum and chromium sil icides, a material balance and verif ication 
of results by three techniques were the goals. Bo th acidic and basic s tr ipping 
procedures were used i n sample preparation. Two different co lor imetr ic 
procedures and atomic absorption techniques were used for quantitative 
determinations. F o r both m o l y b d e n u m and c h r o m i u m sil icides, the different 
analytical procedures gave comparable results but no material balance (ac
countabil ity for 100% of the materials i n a sample). These results indicated 
that our data were accurate but that other elements were present that were 
not be ing measured. H y d r o g e n , oxygen, or nitrogen was suspected to be 
the missing element. Auger analysis revealed the presence of approximately 
15% oxygen i n samples of m o l y b d e n u m si l ic ide. Because A u g e r analysis 
cannot give accurate data nor measure hydrogen, an absolute material ba l 
ance was not obtained. Measurements of these elements w o u l d require a 
quantitative gas chromatographic-mass spectrometric study and the design 
of special testing chambers. 

Analysis of Water 

Water is one of the most wide ly used commodities i n the product ion of 
integrated circuits , and the qual ity of water is extremely important in this 
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10. BALAZS Semiconductor Processing Problems 513 

Table IV. Analysis of Molybdenum Suicides 
Sample Etchant % Mo % Si Total % Mo + % Si Empirical Formula 
A l base 51.8 35.9 87.7 
A2 acid 50.3 35.2 85.5 M01.oSi2.4O17 
A3 acid 51.5 36.3 87.8 M01.oSi2.401.4 
B l acid 60,5 28.8 89.3 M01.oSi1.501.2 
B2 acid 58.8 25.7 84.5 MoioSiisOie 

Table V. Analysis of Chromium Suicides 
Sample % C r % Si Av % Si Total % Cr + % Si 
A l 31.7 50.2 51.6 83.3 
A2 52.9 
B l 24.3 53.7 53.8 78.1 
B2 53.9 
C I 25.4 55.2 55.6 81.0 
C2 56.0 
D l 19.1 45.7 46.0 65.1 
D2 46.3 
Target 50.3 43.9 94.2 

industry. Numerous papers have been wr i t ten about this subject. The quality 
of water d u r i n g the past decade has improved significantly. Table V I shows 
the latest specifications for pure water. C l ear ly , the attainable levels of pur i ty 
have improved tremendously . U n t i l 1985, the levels of metal l ic constituents 
were not measured even i n high-qual i ty water below the part -per -b i l l i on 
range. W i t h the advent of more-sensitive tools for wet chemical analysis, 
such as I C P - M S ( inductively coupled plasma spectroscopy-mass spectros
copy), sub-part -per- tr i l l ion levels of metal l ic constituents i n water could be 
analyzed. 

In 1985, the results of a study done at Balazs Analyt ica l Laboratory (Bal -
Lab) (4) and i n Plessey Research (5) l e d to the specification of metal l ic 
materials i n water. A t that t ime, the metals that were analyzed were those 
thought most l ike ly to be present i n and deleterious to I C s . Because both 
ion chromatography and G F A A are very t ime consuming, the evaluation of 
only nine or ten metals and six to eight nonmetal l ic species at the part -per-
t r i l l i on l eve l is a l l that one w o u l d do normal ly to get results w i t h i n a rea
sonable t ime. W i t h o u t sample concentration, analysis at this leve l w i l l be at 
the l imits of these methods. 

To better detect metal l ic residuals i n h igh-pur i ty water, a new method 
was appl ied that allows the determinat ion of trace elements in pure water 
i n the part -per - tr i l l i on level . Table V I I gives the results of a study recently 
completed at B a l - L a b . Pure water samples from seven sites, B a l - L a b (site 
A) and six I C producers (sites B - G ) , were obtained on the same day and 
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514 MICROELECTRONICS PROCESSING: C H E M I C A L ENGINEERING ASPECTS 

analyzed semiquantitatively by I C P - M S to determine the elements (from 
l i t h i u m to uranium) present. Standards were prepared, and the samples 
were then analyzed quantitatively to determine the exact amount of each 
metal i n the seven samples. M o r e than 30 trace elements were detected by 
I C P - M S . O f these trace elements, 11 were prominent and 20 were quite 
measurable. T h e entire analysis, inc lud ing the preparation of standards, took 
less than 4 h . 

Table VI. Specifications and Guidelines for Semiconductor-Pure Water 
r SPECIFICATIONS ~\ / GUIDELINES \ 

256KDRAM 1M DRAM 4M DRAM 

c ο 
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item 

c ο 
'••3 * 
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ΒΈ 
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Q . - Q 
CO <S 
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co Β 
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w m ο _ 
Φ η 
CL ce 
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CO ο 

σ> y 
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ν > 
— ω 
CO g) 

Resistivity @ 25°C 18.2 
max. 

18.2 17.9 18.2 18.0 18.2 18.2 

TCC (ppb) 5 <20 <50 <10 <30 <10 5 

THM(ppb) <1 - - - <3 -
Particle IL 0.1-0.2 μϊΐ\ 

by SEM 0.2-0.3 j*m 
0.3-0.5 jim 
>0.5 i*m 

- -
<200 

<1 

<2000 
<200 

<1 

<1500 
<800 
<50 
<1 

<1000 
<500 
<10 
<1 

Particle IL 0.3-0.5 μπ\ 
by on-line >0.5 μτη 
laser 

<1 
<1 - - — 

<100 
<50 
<1 

<10 
<1 

Bacteria / 100mL 
by culture 
by SEM 
byEPI 

<1 0 <6 0 
<1 
<5 

<6 
<10 
<50 

0 
<5 

<10 

0 
0 

<1 

Silica-dissolved (ppb) 0.25 <3 <5 <0.4 4 3 1 

Boron (ppb) 0.05 - - <0.05 2.0 0.005 * 

lonm (ppb) 
Na + 

K+ 
cr 
ΒΓ 
N0 3-
S0 4

= 

Ions total 

0.05 
0.1 
0.05 
0.1 
0.1 
0.1 
0.5 

0.05 
0.1 
0.05 

<0.1 
<0.1 
0.1 

<0.5 

0.2 
0.3 
0.2 
0.1 
0.1 
0.3 
1.2 

<0.05 
<0.1 
<0.05 
<0.1 
<0.1 
0.05 

<0.5 

0.1 
0.1 
0.1 
0.1 
0.1 
0.2 

<0.7 

0.025 
0.05 
0.025 
0.05 
0.05 

<0.05 
<0.2 

Residue (ppm) <0.1 <0.1 , <0.3 <0.1 0.1 <.05 * 
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10. BALAZS Semiconductor Processing Problems 515 

Table V I . Specifications and Guidelines for Semiconductor-Pure Water— 
Continued _ _ _ 

r SPECIFICATIONS -\ / GUIDELINES 
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Metals (ppb)* 
Li 0.03 — — <0.03 0.05 0.003 
Na 0.05 0.05 2.0 <0.05 0.1 0.005 
Κ .05 0.1 0.3 <0.05 0.1 0.005 
Mg 0.02 — — <0.02 0.05 0.002 
Ca 2 — — <2 <2.0 0.002 
Sr 0.01 — — <0.01 0.05 0.001 
Ba 0.01 — — <0.01 0.05 0.001 
Β 0.05 — — <0.05 2.0 0.005 
AI 0.05 0.2 2.0 <0.05 0.05 0.005 
Cr 0.02 0.02 0.1 <0.02 0.05 0.002 
Μη 0.02 0.05 0.5 <0.02 0.05 0.002 
F© 0.1 0.02 0.1 <0.02 0.1 0.002 
Ni 0.02 — — <0.02 0.05 0.002 
Cu 0.02 0.02 0.1 <0.02 0.05 0.002 
Zn 0.02 0.02 0.1 <0.02 0.05 0.002 
Pb 0.05 — — <0.05 0.05 0.005 

— Not available at this time 
* Unknown 
** With reasonable cone, where applicable 
t Using ICP-MS, GFAAS, IC where required for lowest level of detection. These elements represent the 

metals that are usually found in ultrapure water. 
N O T E : These specifications were developed at Balazs Analytical Laboratory. Abbre
viations are defined as follows: DRAM, dynamic random access memory; VLSI, very-
large-scale integration; ULSI, ultralarge-scale integration; TOC, total oxidizable 
carbon; T H M , trihalomethane; SEM, scanning electron microscopy; and EPI, 
epifluorescence 

T h e significance of the I C P - M S study is twofold. F i r s t , and foremost, 
the study revealed that the metals that were be ing analyzed previously by 
I C P and G F A A were probably not the appropriate metals to be measured 
i n terms o f abundance. Second, boron is revealed as a significant contaminant 
i n pure water, a fact that leads immediate ly to the question of whether 
this e lement is be ing p i cked up by the wafer as a dopant. Oftentimes, con
taminating dopants are detected electrically i n an I C . Tracking the 
source o f the contaminating material has been difficult. H o w e v e r , the above 
investigation indicates that wet chemical analysis using I C P - M S should 
be able to determine the metals that are affecting the product ion of integrated 
circuits. 
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516 MICROELECTRONICS PROCESSING: CHEMICAL ENGINEERING ASPECTS 

Table VII . Metal Content of Ultrapure Water 
Detection Quantity in Sample (ppt) 

Metal Limit (ppt) A Β C D Ε F G 

Li 30 —° 50 40 40 - 40 40 
Β 20 900 — 600 1200 - 2100 6100 
Na 90 - 140 140 200 _ 230 130 
A l 10 — — 13 - - - -Mg 4 - 20 9 8 20 10 10 
Cu 9 — - - - - 20 -Zn 35 — — 40 - 47 57 
Sr 2 2 2 - 3 - 4 
Ba 3 — 7 3 10 10 6 4 

NOTE: Detection limits were not determined for Se, Co, Ge, Ga, and Ag, which should be 
<0.05 ppb. The following metals were not found in the samples in quantities above the indicated 
detection limits in parts per trillion: Ti, 6; Mn, 16; Ni, 320; Cd, 5; Sn, 2. 
"The symbol - indicates that the metal was not present at quantity greater than the detection 
limit. 

Analysis of Chemicals 

Most companies produc ing I C s today have been quite lax i n the quality 
control of the l i q u i d chemicals used i n their processes. These chemicals 
inc lude acids, bases, buffered etches, photoresists, and organic solvents. 
Essent ia l ly , the producers of ICs have left the qual ity control of these m a 
terials to the chemical manufacturers. Specifications for chemicals are set 
by S E M I (Semiconductor E q u i p m e n t Manufacturers International) and are 
generally met by a l l chemical manufacturers. The leve l of metal l ic contam
inations that can exist i n U . S . chemicals ranges from 0.1 to 1 p p m . I f the 
levels of metal l ic impuri t ies were actually this h igh , U . S . manufacturers 
wou ld not be able to produce integrated circuits . 

A n a l y s i s b y W e t M e t h o d s . Contaminat ion problems or y i e l d losses 
caused by poor chemical qual ity have often l ed to a chemical be ing analyzed 
in our facility. These chemicals have passed S E M I specifications but cannot 
produce quality products. T h e quantity of contaminants that causes y i e l d 
problems ranges from 10 to 100 ppb , depending on the element. 

T h e case of i sopropyl alcohol used i n processing ICs is an example of 
chemical qual ity specifications. A manufacturer sent the laboratory two bot
tles of two different lots of isopropyl alcohol. W i t h one lot, the manufacturer 
produced ICs that passed a l l electrical tests. W i t h the other lot, the ICs 
failed. After these two materials were analyzed side by side w i t h a variety 
of wet chemical techniques, it was found that the two lots differed only i n 
potassium content. B o t h samples contained potassium i n quantities w e l l 
w i t h i n S E M I specifications, but one contained almost 10 times as m u c h 
potassium as the other (10 ppb versus 100 ppb). 

T h e example just g iven reveals two important points: (1) S E M I speci 
fications are inadequate for the product ion of ICs and (2) analytical qual ity 
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10. BALAZS Semiconductor Processing Problems 517 

control of incoming l i q u i d chemicals for the product ion of integrated circuits 
must be done at a leve l of <100 ppb . 

M e t a l concentrations i n l i q u i d chemicals at part -per -b i l l i on levels are 
difficult to determine . U n t i l 1985, large volumes of the chemicals had to be 
concentrated to raise metal concentrations to levels measurable by the avai l 
able methods. Measurement at part -per -b i l l ion levels was t ime consuming, 
exhausting, and frequently questionable because of the possibi l i ty of con
tamination d u r i n g sample preparation. 

A t present, w i t h I C P - M S , many chemicals can be d i lu ted w i t h h i g h -
pur i ty water and analyzed direct ly without any further sample preparation. 
This method , w i t h its enormous sensitivity for many metals at levels of part 
per b i l l i on to part per t r i l l i on , is valuable for good quality control of incoming 
chemicals, part icularly acids, buffered etches, and various resist strippers. 

Analysis of Sulfuric Acid by I C P - M S . Results of an I C P - M S study 
of sulfuric acid from nine manufacturers are shown in Table V I I I . Twenty -
two elements were quantitatively measured. N a , F e , C a , C u , Z n , A l , C r , 
K , M g , N i , and C o were present in significant quantities and are l isted i n 

Table VIII . Elemental Content of H 2 S 0 4 from Nine Manufacturers 
Element I 2 3 4 5 6 7 8 9 
Al 40 16 17 10 14 5 6 3 8 
Ba 1 0.5 0.3 0.5 0.5 0.4 0.3 0.3 0.4 
Β 2 10 <1 9 <1 5 2 2 <1 
Cd 0.8 0.1 <0.1 <0.1 <0.1 <0.1 <0.1 <0.1 <0.1 
Ca 37 120 30 63 24 4 37 13 13 
Cr 27 4 30 7 10 15 8 5 0.3 
Co 3 29 2 0.6 0.3 0.6 0.4 1 0.3 
Cu 28 29 180 12 86 18 14 13 5 
Ga <0.1 0.1 <0.1 <0.1 0.5 <0.1 <0.1 <0.1 0.4 
Ge <0.1 0.1 <0.1 <0.1 <0.1 <0.1 <0.1 <0.1 <0.1 
Au 0.2 <0.2 0.6 <0.2 5 0.2 10 14 2 
Fe 140 103 56 67 100 19 24 17 9 
Pb 3 53 2 0.1 4 1 3 1 1 
Li 1 0.5 <0.1 <0.1 0.3 <0.1 <0.1 <0.1 <0.1 
Mg 42 16 7 9 4 13 6 4 2 
Mn 3 0.7 1 0.6 0.5 0.4 0.4 0.7 <0.1 
Ni 12 19 13 2 3 3 4 2 0.5 
Κ 20 38 16 14 <10 11 <10 23 <10 
Na 140 28 68 110 130 48 43 18 12 
Ag 270 240 280 41 ο 75 135 56 32 
Sr 0.2 0.2 0.2 0.2 0.1 0.2 0.4 <0.1 <0.1 
Sn 0.7 0.7 0.4 0.2 0.4 0.1 0.3 0.5 <0.1 
Zn 51 11 32 7 36 12 11 4 4 

Total Cone. 540 413 451 301.6 510.3 148.6 153.4 103 82.1 
NOTE: Values are in parts per billion. Total concentration is the sum of the concentrations of 
Al, Ca, Cr, Co, Cu, Fe, Mg, Ni, Κ, Na, and Zn. 
"The symbol - means the element was not detected. 
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518 MICROELECTRONICS PROCESSING: CHEMICAL ENGINEERING ASPECTS 

the approximate order of decreasing concentration. The concentrations of 
these trace elements i n sulfuric acid var ied from one manufacturer to an 
other. T h e two most predominant elements i n the sulfuric acid samples were 
N a and F e . A h igh concentration of C a is observed for manufacturer 2 and 
h igh concentrations of C u are observed for manufacturers 3 and 5. 

The concentrations of 11 elements (Na, F e , C a , C u , Z n , A l , C r , K , M g , 
N i , and Co) i n each sulfuric acid sample were summed , and the result ing 
values are tabulated i n Table V I I I as the total concentration. T h e total con
centrations of trace elements i n the sulfuric acids from manufacturers 1-5 
were four to five times h igher than those of manufacturers 6 -9 . 

Sulfuric acid from manufacturers 1 and 6 were sent to our laboratory 
for analysis by a c l ient who had y i e ld problems w h e n using sulfuric acid 
from manufacturer 1 but no problems w i t h sulfuric acid from manufacturer 
6. T h e total trace e lement concentration i n the sulfuric acid from manufac
turer 1 was about four times higher than that from manufacturer 6. L o w 
trace e lement concentrations were also found i n sulfuric acids from U . S . 
(manufacturer 7) and Japanese (manufacturer 8) manufacturers. Sulfuric acid 
from manufacturer 9 had the lowest trace metal content. This sulfuric ac id 
was processed through an ac id rec la im system and was purer than the unused 
sulfuric ac id put into the reclamation uni t . 

To verify the accuracy of the measurements from I C P - M S , recovery 
data for sulfuric acid were obtained. A sample of sulfuric acid (20 g) was 
spiked w i t h 50 ppb of various elements and prepared under the same ex
per imental conditions as the unspiked samples. T h e recovery of most ele
ments was 9 0 % or more (Table VIII ) . T h e recovery of C r , C u , N a , and Sn 
was >70%. T h e recovery of Β and W was very poor; these elements were 
almost complete ly lost. T h e recovery of these trace elements can be i m 
proved by not evaporating the sample to dryness. 

Quality Control for Chemicals. A l though more work needs to be 
done to correlate sample failure w i t h chemical quality, the case of H 2 S 0 4 

reveals that users have choices i n purchasing quality chemicals, but extra 
quality control must be exercised to identify the highest quality chemicals. 
T h e Japanese have repeatedly improved y i e ld by 1 0 - 3 0 % by using h i g h -
quality chemicals. Japanese specifications are far more stringent than those 
of S E M I . It is not that the Japanese have higher quality chemicals; it is that 
they differentiate between chemicals of the highest qual ity that should be 
used for the manufacture of I C s and those of sl ightly lower qual i ty that 
should not be used i n semiconductor-manufacturing facilities. 

Microcontamination Analysis 

W e t chemical analytical techniques are useful i n resolving problems of m i -
crocontamination. Ion chromatography frequently reveals daily changes i n 
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10. BALAZS Semiconductor Processing Problems 519 

the concentrations of metal l ic and nonmetal l ic ions i n water that cause prob 
lems i n the manufacture of I C s . 

A n example showing the usefulness of ion chromatography in micro -
contamination analysis is the case of a manufacturing plant that was closed 
because of the drop i n resistivity of h igh-pur i ty water as i t passed a U V 
bactericidal lamp. T h e resistivity dropped from 18.2 to 17.6 M i l - c m , w h i c h 
was be low the acceptable l imi t of 17.8 ΜΩ-cm specified by this particular 
manufacturer, and thus the plant was closed. E v e r y t h i n g from a photosen
sitive organic compound to the possible breakdown of a material that had 
worked its way into the U V , was suspected. Samples were taken before and 
after the U V lamp and analyzed by ion chromatography. T h e prob lem was 
caused by the presence of chloramine i n the water at l ow part -per -b i l l i on 
levels. The photooxidation of chloramine to H + , N 0 3 ~ , and C l ~ resulted i n 
the tremendous increase of particles that were left on the wafers. W h e n the 
U V l ight was turned off, the chloramine d i d not oxidize, the resistivity was 
18.2 ΜΩ-cm, and the wafers came out clean. W h e n the lamps were turned 
on, resistivity dropped , and the wafers came out of the water rinse seriously 
contaminated w i t h particles. A correlation between part -per -b i l l i on quan
tities o f ions i n solution and particles on a wafer had never been witnessed 
before. C lear ly , this study raises the question of resistivity specifications. 

Other Applications 

W h e n a l u m i n u m - s i l i c o n ( A l - S i ) metall ization was deposited on wafers by 
evaporation, wet chemical analysis was used to study the changes i n con
centrations of A l to S i in the single evaporating cup. W e t chemical analysis 
was also used to determine the uni formity of si l icon i n a l u m i n u m and the 
evaporation patterns on the wafers i n a rotating evaporator. T h e results 
revealed an accumulation of si l icon i n the cup and clearly showed the total 
lack of uni formity w i t h i n a wafer and from wafer to wafer. T h e study showed 
why metal l ization problems were occurr ing and how to stop them. 

Streaks left on wafers from organic solvents can be identi f ied b y us ing 
wet chemical sample preparation techniques fol lowed by gas chromatogra-
phy -mass spectrometry ( G C - M S ) , another sophisticated analytical method 
used by wet chemists. 

Organic materials that have entered D I (deionized) water systems 
through the upper openings of the degasifier or through its filter have been 
isolated and identi f ied by wet chemical methods. Materials that p lug filters 
or foul D I resins have also been identi f ied by wet analytical techniques. In 
addit ion , processing questions, such as how many rinses are needed to 
remove sulfuric acid from a wafer, have been answered. To date, our lab
oratory has resolved over 500 such problems by using wet chemical tech
niques alone or i n conjunction w i t h electron beam equipment . 
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520 MICROELECTRONICS PROCESSING: CHEMICAL ENGINEERING ASPECTS 

Conclusion 

T h e present use of wet analytical techniques such as ion chromatography, 
G F A A , and I C P by many of the larger semiconductor-manufacturing c om
panies has contr ibuted greatly to improved yields, reduced costs, and i n 
creased competitiveness i n the market place. However , wet chemistry is 
st i l l underut i l i zed , overlooked, ignored, or s imply not understood w e l l 
enough to be considered a useful technique by many I C manufacturing 
managers. Improved understanding, better products, and higher yields of 
I C s w i l l be real ized i f analytical wet chemists are part of the qual i ty-control 
team. 
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Anisotropic etching 
high-density-device fabrication, 423 
important parameters, 424 
ion-induced-damage mechanism, 423-424 
ion bombardment, 423 
methods, 423 
phenomena leading to anisotropy, 423-

424 
sputter etching, 423 
surface inhibitor mechanism, 424 
use of film-forming processors, 425 

Anisotropy, 423 
Annular flow region 

axial dispersion model, 247 
balanced equation, 245 
boundary conditions, 245-247 

Arsine substitutes, 218 
As retardation after direct nitridation, 288, 

289/ 
Aspect ratio, 123 
Associated-solution model 

application, 152 
assumptions, 152 

Atomic layer epitaxy (ALE), 221-222 
Atomic theory of difiusion, 269-270 

Β 

Band gap energy, estimation, 16 
Barrel reactor, 203, 204/, 

392-393 
Bilevel resists 

composition, 367 
image transfer, 367-368 
materials, 368 
problems, 369 
process schemes, 368/ 
use of organometallic polymers, 

369 
Binary alloy 

idealized phase diagram, 46/ 
profiles of temperature, solute 

concentration, and density in one-
dimensional directional solidification, 
44/ 

Bipolar devices 
collector-base junction, 20-21, 22/ 
device performance, 22 
emitter-base junction, 20-21, 22/ 
n -p -n bipolar transistor, 20, 21/ 
p-n-p transistor, 22 

Bipolar transistors, 20-23 
2,6-Bis(4-azidobenzylidene)cyclo- hexanone, 

336/ 
Boat, 392 
Boltzmann equation for discharges, 

improving procedures for solving 
equation, 396-397 

Bond number, 52-53 
Bonding techniques, 452 

Bonding techniques—Continued 
flip-chip solder bonding, 474 
tape-automated bonding, 474 
wire bonding, 474 

Boron 
diflusivity, 290/ 
effect of S i + implantations on diffusion, 

305, 306/ 
significant contaminant in pure water, 515 
predeposition 

Β concentration vs. partial pressure of 
dopant, 268/ 

doping reaction, 267 
source of B 2 0 3 , 267 

Boundary conditions for fluid equations, 
404f 

Boundary conditions for plasma modeling 
flux of electron energy, 405 
methods of numerical solution, 405 
net flux of electrons to surface, 404 
Poisson equation, 404 
positive ions, 405 

Bromine 
etching of GaAs, 417 
gaseous sources, 414 
role of ion bombardment in etching, 

414 
silicon etching, 414 

Bulk crystal growth, methods, 26 

C 

Capillary number 52i, 53 
Carbon films 

similarity to graphite, 431 
source gases, 432 
useful properties, 431 

Carrier concentrations, effect of baking time 
113/ 114/ 

CdS deposition 
analysis, 178-180 
effusion rate vs. charge temperature, 

179/ 180 
measured mass loss vs. time, 179/ 

Changes in silicon surface caused by 
reactive-ion etching, 391/ 

Chemical amplification, 345, 346 
Chemical potentials, components, 150 
Chemical reactions on solid surfaces, 27 
Chemical reactors vs. electron devices, 16 
Chemical vapor deposition 

applications, 206 
buoyancy-driven flows caused by 

concentration gradients, 235 
buoyancy-driven secondary flow, 229 
cold-finger-entrance effects, 229-230, 

231/ 
cold-wall reactors, 226 
comparison with other chemically reacting 

systems, 207 
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Chemical vapor deposition—Continued 
computation of equilibrium composition, 

211 
consequence of free molecular flow, 224-

225 
considerations in reactor design and 

operation, 202 
critical film characteristics, 200 
critical issues, 172 
deposition and etching reactions, 212 
destabilizing factors, 235 
effect of growth temperature on film 

structure, 209-210 
effect of heat transfer on reactor 

operation, 237-238 
effect of thermal boundary conditions, 

229-230 
effect of thermal diffusion on mass 

transfer, 236-237 
effects of buoyancy-driven flows caused by 

thermal gradients, 230-235 
effects of inlet flow rate on flows, 231-232 
energy supply, 199 
equilibrium analysis in process modeling, 

211 
estimation of intermixing 

mixing length, 233 
separation between mixing point and 

growth interface, 233 
tube length after mixing, 233 

factors affecting junctions between 
successive films, 233 

flow patterns in vertical reactor, 230-233 
formation of thin-film materials, 378 
gas-phase chemical equilibrium, 211-213 
gas-phase composition 

effect of pressure spikes, 235 
effect of recirculations and return flows, 

235-236/ 
generalized reactions, 219 
growth of polycrystalline Si, 248 
growth rate of silicon from equilibrium 

calculations, 212/ 
horizontal reactors, 226-227, 229 
hot-wall reactors, 225-226 
importance of thermal-process analysis, 

252-254 
limitation of two-dimensional models, 

229 
limitations, 379 
list of systems, 20l£ 
low-pressure processes 

advantage, 203-204 
primary application, 203 
reactor configurations, 204/ 205 

modeling of nonconventional processes 
laser-assisted thermal CVD, 254 
photochemical CVD, 252 
photon-stimulated CVD, 252 
plasma-enhanced CVD, 252 

Chemical vapor deposition, modeling of 
nonconventional processes— 
Continued 

pyrolytic-laser-assisted CVD, 252 
nonuniformity problems, 229 
nucleation, 210 
nucleation phenomena in selective growth 

silicon on silicon substrate, 210 
W on Si -Si0 2 substrate, 210 

operation for uniform deposition rates and 
abrupt interfaces, 235 

primary growth modes for thin films 
Franck-van der Merwe growth, 208-

209 
layer-plus-island growth, 209 
Stranski-Krastanov growth, 209 
three-dimensional island growth, 208, 

209/ 
two-dimensional layer-by-layer growth, 

208-209 
Volmer-Weber growth, 208, 209/ 

processes at atmospheric and reduced 
pressures 

epitaxial growth of Si, 202 
metallorganic C V D , 203 
primary application, 202 
reactor configurations, 203, 204/ 
vapor-phase epitaxy, 202-203 

promotion by photons, 252 
rates of gas-phase reactions 

effect of pressure, 219 
rate expression, 219 

reaction sites, 199 
reactor operating conditions, 224 
recombination reactions, 219 
relation between flow patterns and film 

properties, 230-233 
requirements for a useful process, 200 
requirements for reagents, 200, 202 
return flow, 229, 230/ 
role of susceptor in vertical reactor, 232-

233 
SiH 4 trajectories in nearly free molecular 

flow, 224 
silicon deposition by S i H 4 reduction, 207-

208 
silicon from chlorosilanes, 212 
silicon from silane, 212-213 
source considerations, 211 
steps in growth process, 207 
thermodynamic analysis of solid-phase 

composition 
chemical potential of solid-phase 

component, 213 
chemical vapor processes, 215 
distribution coefficients of group II-VI 

compound semiconductors, 213 
film electrical properties, 215 
growth of group III-V compound 

semiconductors, 213 
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Chemical vapor deposition, thermodynamic 
analysis of solid-phase composition— 
Continued 

interaction parameter, 213 
prediction of solid activity coefficient, 

213 
thermosolutal convection, 236, 237/ 
transport and reaction processes, 207/ 
transport phenomena, dimensionless 

parameter groups, 222, 223 
vs. physical vapor deposition, 199 

Chemical vapor deposition films for 
microelectronics, 200t 

Chemical vapor deposition reactor analysis 
application of models, 238 
balanced equations for processes, 238-239 
boundary conditions, 239-240 
choice of rate expression, 240 
equation of state, 238-39 
estimation of growth region, 240 
horizontal reactors 

axial variation in film thickness, 249 
simple analytical models, 249-250 
stagnant-layer model, 249 
three-dimensional models, 250-251 
two-dimensional models, 249 

modeling of miscellaneous reactors, 251-
252 

modeling studies, 242i-243f 
models for low-pressure reactors, 241, 

244-249 
objective of modeling, 238 
reactor models, 238 
vertical reactors, 251 

Chip carriers 
applications, 446 
leadless ceramic carriers, 446 
plastic-leaded carriers, 446, 447/ 

Chlorine 
effect on oxidation-enhanced diffusion, 291 
effect on parabolic and linear rate 

constants, 317 
effect on silicon oxidation, 316-317 
gaseous sources, 414 
improvement of properties of Si -Si0 2 

interface, 317 
role of ion bombardment in etching, 414 
silicon etching, 414 

Chromium, etching, 420 
Classical nucleation theory 

critical cluster size, 210 
limitation, 210 

Co-electron beam evaporation, 184 
Cofired ceramic, 470 
Cofired multilayer ceramic technology 

application, 469-470 
comparison with thick-film multilayer 

technology, 470-471 
low-temperature co-firable materials, 471-

472 

Cofired multilayer ceramic technology— 
Continued 

preparation of package, 470 
process flow, 470/ 
thermal conduction module, 471 

Cold-finger-entrance effects, 229-230, 231/ 
Cold-wall reactors, 226 
Combustion modeling 

paradigm for plasma process modeling, 
399 

present situation, 399 
Conducting films 

deposition by PECVD, 430 
types, 431f 

Conductive heat transfer, 464 
Conductor resistance 

direct-current resistance, 459 
effect of aspect ratio, 459, 460/ 
skin depth, 459 
skin effect, 459 

Confined crystal growth 
applications, 39 
boat growth technique, 39 
Bridgman-Stockbarger method, 37 
description, 37 
horizontal Bridgman technique, 39 
schematic representation, 38/ 
semiconductor materials grown, 39# 
sources of convection, 45 
techniques, 37, 39 

Constitutional supercooling, 69, 70 
Contact printing 

current application, 327 
limitations, 327 
procedure, 327 

Continuity equations, 400 
Contrast 

definition, 333 
fine tuning, 334 
relation to edge profiles of developed 

lines, 334 
Contrast enhancement, 341 
Contrast enhancement layer, 341-342 
Control volume of surface reaction zone 

assumptions, 190 
molar rate of accumulation, 191 
representation, 191/ 
steady-state component molar balance, 

191 
Convection in crystal growth 

effect of strong magnetic field, 54, 55/ 
role of temperature gradients, 54 
See also Convection in melt growth 

Convection in melt growth 
balance of stress components, 49 
complication in analysis, 50 
conditions for balancing normal stress, 

49 
conditions for no-slip tangential to surface, 

49 
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INDEX 527 

Convection in melt growth—Continued 
dependence of interfacial tension on 

temperature and concentration, 49 
driving forces for flows, 51/ 
effect of flows, 47 
effect on solute segregation, 59, 61, 64 
equation for relative motion of a rigid 

boundary, 48 
equations of motion, continuity, and 

transport, 48 
imposed stresses, 50 
prediction of flow transitions, 58 
scaling analysis, 50-54 
shape of solidification interface, 50 
sources of flows, 47, 48 
suppression, 59, 60/ 
tangential stress caused by spatial 

variation in interfacial tension, 49 
thermal and solutal expansion coefficients, 

48 
See also Convection in crystal growth 

Convective heat transfer, 464 
Copper chloride desorption from aluminum 

films, 418-419 
Cosine law, 182 
Couiombic interaction, 396 
Coulombic-interaction potentials, 396 
Critical dimension, 335 
Critical resolved shear stress 

dislocation formation in crystal, 41 
factor in crystal defect formation, 

73 
factor in difficulty of growing a specific 

material, 74 
increase by isoelectronic doping, 74 
level of difficulty of crystal growth, 41, 

42/ 
Critical supersaturation as a function of 

saturation temperature, 120/ 
Crosstalk 

backward crosstalk, 462 
cause, 462 
forward crosstalk, 462 
magnitude, 462 

CRSS, See Critical resolved shear stress 
Crystal defect formation 

analysis of spatial distribution of 
dislocations, 73-74, 75/ 

critical parameters in distribution of 
locations, 74 

effect of dopants, 76 
effect of transport processes, 73-74, 75/, 

76 
effect on difficulty of growing a specific 

material, 74 
interactions between transport properties 

in the melt and production of defects 
at the melt-crystal interface, 76 

limitation of analysis based on linear 
thermoelasticity, 74 

Crystal defect formation—Continued 
models incorporating plastic deformation 

in crystal, 75-76 
origin of crystallographic defects, 73 
role of thermoelastic stress, 74 

CVD, See Chemical vapor deposition 
Czochralski crystal growth 

dependence of crystal radius on growth 
rate, 85 

heat transfer analysis 
analysis based on a quasi steady-state 

model, 85 
analysis based on finite-element-

Newton method, 85 
computer simulations, 85 
isotherms and interface shapes for quasi 

steady-state model, 86-87 
numerical calculations for an ideal 

system, 85 
one-dimensional analysis, 85 
quasi steady-state model including 

diffuse-gray radiation, 86 
thermal-capillary models, 84-90 

melt flow 
analysis of flows, 90 
effect of axial magnetic field, 92 
models that predict heat transfer, 92-

93 
simulation 91, 92 / 93 / 
spectral-element simulation with flat 

phase boundaries, 91 
streamlines and isotherms for bulk flow, 

93/ 
streamlines and isotherms for growth 

with self-consistent calculation of 
interface and crystal shapes, 94/ 

three-dimensional convection, 94 
time-periodic motion, 91 

meniscus shape 
boundary conditions for nonwetting 

crucible material, 83-84 
consequence of flat meniscus, 84 
justifications for angular conditions, 

83 
shape of axisymmetric melt-ambient 

meniscus, 83 
wetting angle, 83 
wetting angle condition, 84 
wetting condition at melt-crystal-

ambient trijunction, 83 
process stability and control 

calculations including difiuse-gray 
radiation, 89 

capillary instability, 87-88 
control of crystal radius, 87 
control strategies, 87 
dynamic stability, 88 
experimental verification, 88 
influence of wetting condition at 

trijunction, 88 
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528 MICROELECTRONICS PROCESSING: C H E M I C A L ENGINEERING ASPECTS 

Czochralski crystal growth, process stability 
and control—Continued 

integral control, 89-90 
isotherms and interface shapes for 

batchwise simulations of growth, 89-
90 

proportional-integral control, 89-90 
transient model, 88 

regions of buoyancy-driven flow in a high 
axial magnetic field, 55/ 

schematic of driving forces for flows, 
solute transport, 94^95 

Czochralski process, current capability, 41 

D 
Damkôhler number, 225 
Deal-Grove model, 310, 317, 319 
Decomposition of As compounds, 217-218 
Decomposition of chlorosilanes, 216 
Decomposition of Ga compounds, 217, 218 
Deep-UV lithography 

important issues, 329 
problem of source brightness, 330 
use of excimer lasers, 329 

Deep-UV photoresists 
poly(glycidyl methacrylate), 343 
poly(methyl isopropenyl ketone), 342 
poly(methyl methacrylate), 342 
reactions upon UV irradiation, 342 
resist sensitivity, 342 
simultaneous modification of sensitizer 

and matrix resin, 343-344 
single-component resists, 342-343 
two-component resists, 343 

Delta-lattice-parameter model, 154, 214 
Deposition 

generation of reactive species, 383 
nature of primary reaction product, 383-

384 
primary steps, 383 

Deposition rate 
component balances for ZnS system, 193 
emission factor, 193 
emission of adsorbed components, 193 
incomplete adsorption, 193 
mechanisms for leaving control volume, 

192 
reflection factor, 193 

Deposition shapes in pyrolytic-laser-assisted 
C V D , 253/ 

Depth of focus, effect of high numerical 
aperture, 329 

DESIRE process, See Diffusion-enhanced 
silylating resist process 

Developers, 326 
Diamond lattice, 5, 8 / 
Diazo-Meldrum's acid, 343/ 

Diazonaphthoquinone-novolac resists 
composition, 337 
contrast enhancement, 341 
DESIRE, 341 
developer solution, 337 
image reversal, 340, 341 
improved performance with i-line 

steppers, 338-339 
modification for deep-UV application, 343 
modification of matrix resins, 343 
modification of sensitizers, 343 
optimization of novolac properties, 337 
photolysis, 337, 338/ 
reaction of ICA photoproducts, 340/ 
transparent matrix resins, 343 
unusual chemistry upon X-ray exposure, 

349 
Diazonaphthoquinone isomers, 339/ 
Diffusion 

dependence on point defects, 274 
position of Fermi level, 275 
source of difusivity, 275 

Diffusion coefficient, 272 
See also Diffusivity 

Diffusion-enhanced silylating resist process 
advantages, 341 
image reversal of positive resists, 341 

Diffusion in liquid-phase epitaxy 
deviation of layer thickness at long growth 

times, 128-129 
effect of gas-phase polymerizations, 129 
effect of homogeneous nucleation, 128-

129 
effect of solute evaporation, 129 
film thickness at various temperature 

programs, 126-127 
growth rate and film thickness at 

semiinfinite extent of liquid, 126 
layer thickness as a function of time for 

growth by supercooling, 127-128 
maximum rate of evaporation, 128 
one-dimensional conservation equation, 

125-126 
Diffusion in silicon 

effect of doping on oxidation-enhanced 
diffusion, 284 

experiments that determine involvement 
of vacancies or self- interstitials, 284, 
285 

growth of stacking faults, 284-285 
models based on self-interstitials, 281 
models based on vacancy, 281 
point defect models, 281-285 
Watkins replacement mechanism, 282/ 

Diffusion mechanisms 
interstitial diffusion, 270 
interstitialcy mechanism, 270-271 
schematic representations, 270/ 
vacancy diffusion, 270 
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INDEX 529 

Diffusion of dopants, factors, 308 
Diffusion of impurities in silicon 

analytical solutions to Fick's continuity 
equation, 269 

distribution of impurities after diffusion, 
269 

predeposition, 266 
silicon solubility, 266 

Diffusivity 
experimental determination, 274 
factors, 275 
impurity diffusion via vacancies and 

interstitials, 282 
in terms of contributions from vacancies 

and interstitials, 282 
in terms of intrinsic diffiisivities of species 

through interactions with vacancies in 
various charge states, 281 

prefactor, 274 
source, 275 

Dimensionless groups 
ratios of molecular diffusivities 

Prandtl numbers, 50-51, 52f 
Schmidt number, 50-51, 52f 

ratios of transport mechanisms 
Peclet number, 51, 52i 
Reynolds numbers, 51, 52f 

scales of magnetic field relative to 
viscosity or inertia 

Hartman number, 52i, 53 
magnetic interaction parameter 52i, 53 

scales of strength of driving force relative 
to viscosity 

Grashof number, 52 
Marangoni number, 52 
Rayleigh number, 52 

scales of various forces relative to surface 
tension 

Bond number, 52-53 
capillary number, 53 
Weber number, 53 

transport equations for the melt, 52f 
Dimensionless groups in C V D modeling 

equations, 223/ 
DIP, See Dual-in-line package 
Directional etching, See Anisotropic etching 
Directional solidification 

complicating factors in transient analysis, 
47 

relation between solid and melt 
compositions, 45, 46/ 

role of interface kinetics, 45 
schematic representation, 44/ 

Discharge behavior, 395-396 
current understanding, 400 
fate of reactive radicals, 400 

Discharge chemistry, 395, 399 
Discharge diagnostics, 398-399 
Discharge physics, 395 

Discharge reactor models, 408f-409f 
Discharge simulation 

methods of numerical solution, 405 
time periodicity condition, 405 

Dislocation density in GaAs wafer, 75/ 
Dispersion delay, 461 
Dissociation, 384 
Dissociative attachment, 384 
Dissociative ionization, 384 
Dissolution curves for positive resists after 

exposure, 331/ 
Dissolution inhibitors, 346 
DNQ-novolac resists, See Diazonaphtho-

quinone-novolac resists 
Donors, 274 
Doping 

effect on associated activation energy, 319 
effects on silicon oxidation 318, 319 
influence on interface reaction, 319 
methods for semiconductors, 28, 30 

Dry-developed resists 
design, 350-351 
DESIRE process, 351 
incorporation of organometallie 

compounds, 351-352 
introduction of inorganic halides, 352 
plasma-developed resists, 351 
plasma development, 351 
poly(2-methyl-l-pentene sulfone), 350 
self-developing resists, 350-351 

Dry development, advantages, 350 
Dry etching 

advantages, 361 
disadvantages, 361 
reactive-ion etching, 361 
techniques, 361 

Dual-in-line package 
attachment to printed wiring board, 444-

445 
cutaway view, 445/ 
limitation, 445 
materials, 444 

Dynamic dispense, 355 

Effective, mass, 13 
Effectiveness factor for various aspect ratios, 

246/ 
Electrical length 

critical line length, 455 
digital circuits, 455 
transmission lines, 455 

Electrical length of an interconnection 
electrically long lines, 454 
electrically short lines, 454 

Electroepitaxy, 107 
Electron(s), continuity equation, 16 
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530 MICROELECTRONICS PROCESSING: CHEMICAL ENGINEERING ASPECTS 

Electron back scattering, 330 
Electron beam evaporation 

improvement of degree of uniformity, 
184 

incident-flux distribution, 183 
molecular beam distribution, 182, 183/ 
normalization constant, 182 
probability distribution, 182 
relative flux intensity across substrate, 

183-184 
Electron beam lithography 

application, 330 
drawbacks, 330 

Electron beam resists 
copolymer of glycidyl methacrylate and 

ethyl acrylate, 348 
DNQ-novolac positive resists, 348 
poly(glycidyl methacrylate) 

homopolymers, 348 
poly (methyl methacrylate), 347 
poly (olefin sulfone)s, 347 
polystyrene with tetrathiafulvalene side 

chain, 348 
resists based on deblocking of po\y(p-tert-

butyloxycarbonyloxystyrene), 348 
substituted polystyrenes, 348 

Electron current density, 16 
Electron-electron collisions, 396 
Electron energy distribution function, 385 
Electron-impact dissociation, rate 

determination, 400 
Electron-ion collisions, 396 
Electron mobility 

comparison with hole mobility, 15-16 
definition, 15 
relation to electron diffusivity, 15 

Electron-neutral species interaction 
potentials, 396 

Electron-scattering mechanisms 
impurity scattering, 15 
lattice scattering, 15 

Electron-surface interactions, 386 
Electron swarm experiments, 396-397 
β-Elimination reaction, 218 
Ellipses for simple-solution parameters, 

153/ 
Energy bands in solids, 8-9 

band gap, 9 
band gaps for semiconductors 9, 10f-llf 
conduction band, 9 
valence band, 9 

Enthalpy of mixing GaP and InP, 155/ 
Epitaxial layer thickness 

effect of time for growth by supercooling, 
128/ 

effect of time for growth by step cooling, 
130/ 131/ 

effect of various temperature programs, 
127/ 

Epitaxial silicon films 
growth by LPCVD, 427 
growth by PECVD, 427 
production from SiH 4 , 427 

Epitaxy 
definition, 105 
goals, 105 
processes, 105 

Estimated vacancy energy levels in silicon 
band gap, 275/ 

Etch gases used for various film materials, 
413* 

Etch tunnel, 392 
Etchant-unsaturated species model of 

plasma etching 
application to C F 4 plasma, 412 
chemical species derived from electron 

collisions, 411-412 
Etching 

basic principle, 406-407 
bull's-eye effect, 407 
choice of pressure and flow rates, 410 
chromium, 420 
control by ion bombardment, 407 
dependence of etch rate on numbers of 

wafers, 407 
dependence of etch rates on H 2 content of 

plasma, 416/ 
effects of transport-limited product 

removal, 407, 410 
etch gases, 412, 413* 
etch rate, 407 
etchant selection, 412 
generation of reactive species, 383 
gold, 420 
group III-V materials, 416-417 
metals, 418-420 
need for suitable end-point detection, 

410 
polycrystalline silicon by F, 413-414 
primary steps, 383 
refractory metals and their silicides, 419-

420 
silicon by F, 413-414 
titanium, 420 
transport limitations leading to localized 

depletion of etchant, 407 
use of gaseous mixtures, 412 
viability of process, 407 

Etching resistance, criteria, 335 
Excess integral molar Gibbs energy 

highly asymmetric system, 151 
simple multicomponent system, 150 
simple-solution model for symmetric 

binary system, 151 
Excitation, 384 
Extrinsic semiconductor 

acceptors, 14 
donors, 14 
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INDEX 531 

F 
Faraday cage, 392 
F / C ratio model of plasma etching 

assumptions, 410-411 
simultaneous occurrence of etching and 

polymerization, 410-411 
Fermi-Dirac distribution function, 12 
Fermi level, 12-13 
Fiber optics 

board-to-board communication, 497 
long-distance signal transmission, 496 

Fick's second law, 266 
Film deposition, methods, 27 
Film thickness variations for different values 

of Thiele modulus, 246/ 
Flow transitions in melt growth 

prediction, 58-59 
suppression, 59, 60/ 

Flow visualization techniques, 226 
Fluid-particle trace in three-dimensional 

flow, 230/ 
Fluid-particle trajectories for horizontal 

reactors, 228/ 
Fluid model of discharges, 397-398 
Fluorine 

creation of F-deficient environment by 
using additives, 415 

gaseous sources, 413 
products of etching, 413 
rate of silicon etching, 413 

Fluorine plasmas, role of oxygen, 413-
414 

Fluorine scavengers, 415 
Flux, 17 

boundary conditions, 404 
definition, 271 
equation, 271 
motion by discrete jumps, 272 
net flux, 271 
one dimension, 271/ 

Forced convection in liquid-phase epitaxy 
causes, 122 
effect of solid well walls, 123 
effects, 122, 123 

Formation expression for binary liquidus, 
139 

Fourier transform-IR spectroscopy 
effect of hydration on P 2 0 5 peak, 507, 

509, 511/ 
quick analysis of phosphorus, 507 

Fourier's law, 464 
Fractional interstitialcy components of 

diffusion via self-interstitials, 287t 
Franck-van der Merwe growth, 208-209 
Frequency of vacancy exchange, 272, 

273 
Fused silica 

structural reconfiguration of oxide, 312 

Fused silica—Continued 
viscosity, 312 

Fusion equation for liquidus, 137 

G 

GaAs 
activation energy of etching, 417 
estimates of etch rate, 416 
etching by A r + with C l 2 , 417 
etching by bromine, 417 
role of temperature in etching, 417 
variation in composition, 417 

GaAs growth 
carbon incorporation into growing film, 

222 
elucidation of mechanism, 221 
involvement of methyl radicals, 222 

General balanced equations for CVD, 238t 
Gibbs-Thomson equation for melting 

temperature of curved interface, 70 
Gibbs free energy change for vacancy 

formation, 272 
Glow discharges 

alteration of chemistry, 389 
Boltzmann equation, 396-397 
characterization of average electron 

energy, 380 
composition, 379 
difference in plasma types, 379 
electron densities, 380 
electron energy loss and gain, 380 
heterogeneous processes, 386 
homogeneous processes, 384-385 
neutral-species density, 380 
particle energies, 387/ 
phenomena affected by bombarding 

species, 386 
plasma formation, 379 
positive-ion densities, 380 
properties, 380f 
role of radical and molecules in etching 

and deposition reactions, 380 
specific processes, 387/ 
synergism between various processes, 389 

Gold, etching, 420 
Grashof number, 52, 225 
Group III-V materials 

chlorine-containing plasmas for etching, 
417 

GaAs etching by A r + with C l 2 , 417 
GaAs etching by Br 2 , 417 
GaAs etching by C l 2 , 417 
InP etching by C l 2 , 417 
problems in etching, 416-417 
roles of temperature in etching, 417 
suitable etchants, 416 
volatility concept in etching, 417 

Group III-V ternary phase diagram, 134/ 
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532 MICROELECTRONICS PROCESSING: CHEMICAL ENGINEERING ASPECTS 

H 

Hartman number, 52i, 53 
Hemispherical control volume centered at 

nozzle exit, 181/ 
Heteroepitaxy, 107 

driving force for mass-transfer processes, 
122 

effect of driving force on chemical 
potentials, 121-122 

equilibrium conditions for ternary solid, 
121 

growth reversal, 122, 123/ 
Hierarchy of packaging structures, 444/ 
High-conductivity materials, 465 
High-performance packaging 

electrical requirements, 454-464 
geometrical requirements, 450-454 

High-rate Knudsen cell 
calculation of Knudsen number, 185 
dimensionless density gradient, 185 
estimation of geometric fitting parameter, 

187 
geometric fitting parameter, 186-188 
geometric fitting parameter vs. Knudsen 

number, 187/ 188 
normalization constant vs. geometric 

fitting parameter, 188 
probability distribution for free molecular 

flow, 185-186 
representative probability distribution, 

189 
High-speed integrated circuits, basis, 416 
Hole(s), continuity equation, 17 
Hole current density, 17 
Hole mobility 

comparison with electron mobility, 15-16 
definition, 15 

Homoepitaxial deposition, 107 
Homoepitaxy, 121 
Homogeneous gas-phase collisions 

collisions between heavy species and 
unreacted gas-phase molecules, 385 

collisions between heavy species 
generated by electron collisions, 385 

rate of electron-impact reactions, 385 
reactions due to electron impact, 384 
reactive species produced, 384 

Homogeneous nucleation in liquid-phase 
epitaxy 

critical nucleus radius, 119 
rate of formation of stable nuclei, 119 
rate of homogeneous nucleation for 

constant temperature decrease below 
saturation, 120 

temperature dependence of nucleation 
rate, 119 

total Gibbs energy of formation for 
nucleus, 118-119 

Horizontal reactor(s), 203, 204/ 
effect of Rayleigh and Reynolds numbers 

on flows, 227 
fluid-particle trajectories, 227, 228/ 
gas expansion effects, 227 
transverse and longitudinal rolls, 226 

Hot-wall reactors, 225-226 
Hybrid-wafer-scale integration, 472, 474, 

496 

Hydrogen combustion, modeling, 399 

I 
IC packaging, See Integrated-circuit 

packaging 
ICA (indenecarboxylic acid), 338/ 340/ 
ICP-MS (inductively coupled plasma 

spectroscopy-mass spectroscopy), 
513-515 

Ideal gas law, 238*, 239 
Indenecarboxylic acid, 338/ 340/ 
Indium, nucleation, 115 
Inductively coupled plasma spectroscopy-

mass spectroscopy, determination of 
metals affecting semiconductor 
manufacture, 513-515 

Industries employing chemical engineers, 
2-3 

Inelastic collisions, 385 
Influence of F / C ratio on etching vs. 

polymerization processes, 411/ 
InP 

activation energy of etching, 417 
estimates of etch rate, 416 
role of temperature in etching, 417 

Instrumental methods in semiconductor 
manufacture 

Fourier transform-IR spectroscopy, 507, 
509 

X-ray spectroscopy, 507 
Integrated active-substrate system for high-

density bonding, 495/ 
Integrated circuit(s) 

anticipated characteristics, 442 
characteristic length scales, 7/ 
operating temperatures, 464 
process sequence for manufacture, 4 / 
trend in minimum feature size, 6 / 

Integrated-circuit packaging 
dual-in-line package, 444-445 
levels in large systems, 443, 444/ 
package functions, 443 
power distribution, 463-464 
surface-mounted packages, 445-446 
thermal design, 464-466 

Interaction between arsine and Ga 
compounds, 218 

Interaction between point defects, diffusion, 
and oxidation, 277, 278/ 
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INDEX 533 

Interaction parameter, calculation with 
delta-lattice-parameter model, 214 

Interconnection(s) 
properties of power distribution lines, 442 
properties of transmission lines, 442 

Interconnection and packaging 
conventional technology, 442 
electrical length, 454-455 
future technologies 

hybrid-wafer-scale integration, 496 
methods of heat dissipation, 494-495 
techniques for high-density bonding, 

495 
three-dimensional packaging, 494 
wafer-scale integration, 495-496 
use of optical interconnections, 496-

497 
use of superconductors, 496 

importance of electrical characteristics, 
455 

overall design strategy, 466 
requirements, 442 
summary of design requirements, 466-

467 
Interconnection problem, 441 
International competition among 

semiconductor manufacturers, 506 
Interstitial formation energies in silicon, 

287f 
Intrinsic semiconductor 

carriers, 9 
concentration of holes in valence band, 13 
density of states for electrons, 13 
intrinsic carrier concentration, 14 
intrinsic Fermi level, 14 
number of electrons in conduction band, 

12-13 
Ion-assisted etching of Si by XeF 2 and argon 

results, 387-388 
silicon etch rate, 388/ 
synergistic effects, 388 

Ion bombardment 
effect on surface chemistry, 400 
effects, 386, 387/ 389 
enhancement of resist etch rates, 421-422 
rate determination, 401 
role in anisotropic etching, 423, 424 
role in etching by bromine and chlorine, 

414 
role in etching selectivity, 415 

Ionization, 384 
Ion-surface interactions, 386 
Isotropic etchants, 407 
Isotropic etching, 423 

J 

Jump frequency, 272, 273 

Κ 
Knudsen numbers for Zn source, 185/ 

Langmuir-Blodgett films 
drawbacks as resists, 352 
α-octadecylaerylic acid, 352 
preparation, 352 
ω-tricosenoic acid, 352 
use as electron beam resist, 352 

Langmuir-Hertz equation, 129 
Laser end-point-detection system, 332 
Lattice strain energy, 154-155 
LB films, See Langmuir-Blodgett films, 352 
Leadless ceramic chip carriers, 446 
Lift-off technology, 365-367 
Liquid-encapsulated Czochralski crystal 

growth, 91 
Liquid-encapsulated Czochralski process, 

current capability, 41 
Liquid-phase epitaxy 

addition of dopants, 132 
advantages, 105-106 
comparison between temperature 

programs, 129-130 
concentration of impurity in the melt, 114 
conditions of solid-liquid equilibrium, 135 
contact between solution and substrate 

dipping processes, 108, 109/ 
physical processes, 108, 110/ 
rotary method, 108 
sliding-boat method, 108, 110/ 
tipping procedure, 108 

deposition procedures, 116-118 
effect of forced convection, 122-123 
effective distribution coefficient for growth 

of binary compound by step cooling, 
133 

epitaxial layer thickness as function of 
growth time, 123, 124/ 

equilibrium cooling, 117 
equilibrium distribution coefficient for 

impurity, 133 
equilibrium model for film thickness, 

124-125 
growth limited by kinetics, 131-132 
growth procedures 

effect of baking, 113, 114/ 
predeposition, 112 
purification of solution, 113-116 
substrate preparation, 111-112 

growth termination, 117 
heteroepitaxy, 121-122 
homoepitaxy, 121 
homogeneous nucleation, 118-120 
incongruent evaporation of substrate, 115 
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534 MICROELECTRONICS PROCESSING: C H E M I C A L ENGINEERING ASPECTS 

Liquid-phase epitaxy—Continued 
incorporation of electrically active 

elements, 132 
incorporation rate of impurity, 133 
lateral growth rate, 118 
limitations, 106-107 
methods of minimizing evaporative losses, 

115-116 
model for purification of solution, 113-

114 
models of diffusion, 125-129 
nucleation, 107 
nucleation of In, 115 
pit formation, 115 
pseudoquateraary system, 136 
rate of heterogeneous nucleation, 118 
requirements of growth system, 107 
sliding-boat method 

assembly, 110 
materials for slider boat, 110 
scheme, 117/ 

solid-liquid equilibrium in quaternary 
system, 135-136 

solvent selection 
amphoteric dopants, 111 
characteristics of good solvents, 110-

111 
for growth of compound 

semiconductors, 111 
use of solvents to alter melt properties, 

111 
sources of impurities, 132 
specific growth mechanisms, 118 
step cooling, 117 
supercooling, 117 
surface terraces, 118 
volatilization of constituents, 116 

Liquid-phase nonidealities 
consequences of incomplete data base for 

analysis, 152-153 
examination by various models, 152 

Liquid etching, See Wet etching, 378 
Lithographic processes 

classification, 327 
deep-UV lithography, 329-330 
near-UV lithography, 327 
optical lithography, 327 
X-ray lithography, 330-331 

Lithography 
basis, 325 
definition, 27 
typical process, 325-326 

Local thermodynamic equilibrium, 395 
Lossless transmission lines 

characteristic impedance, 458 
delay due to rise time degradation, 461 
minimizing propagation delay, 461 
minimum propagation delay, 461 
source of additional delay, 461 

Lossy transmission lines, 458-459 
delay due to resistive losses, 461 
dispersion delay, 461 

Low-pressure chemical vapor deposition, 
203-205 

boundary conditions, 244 
effectiveness factor, 245 
film thickness for first-order reaction, 245 
limitation of continuum formulation, 218-

218 
modeling of annular flow region, 245-247 
Monte Carlo simulations of free molecular 

flow, 247 
multicomponent diffusion, 247 
reactant concentration, 244 
reactor models, 241 
solution of linear system of equations 

244-245 
Low-temperature deposition methods, need, 

377 
Low-temperature furnace annealing 

concentration dependence of enhanced Β 
diffusion, 304 

effects of damage by ion implantation, 297 
energy dependence of Β displacement by 

diffusion, 299, 303/ 
enhanced diffusion of low-dose Β implants 

in Si, 299, 300/ 301/ 302/ 
enhancement of Β diffusion, 297 
ion-implanted Β layers, 297 
modeling of enhanced Β diffusion, 299, 

302-303 
new effects associated with B-implanted 

layers, 303-304 
requirements of models, 297 
reverse time effect of diffusion, 304 

LPCVD, See Low-pressure chemical vapor 
deposition 

L P E , See Liquid-phase epitaxy 

M 
Magnetic interaction parameter, 52t, 53 
Marangoni number, 52 
MCP, See Multichip packaging 
Melt crystal growth 

confined growth techniques, 36 
connection between processing conditions 

and crystalline perfection, 36 
control of stoichiometry, 37 
deficiency of theory, 95 
factors governing system dynamics and 

crystal quality, 35 
goals of heat transfer, 45 
important issues, 37 
limitations of system design, 96 
measure of crystal quality, 36 
meniscus-defined growth techniques, 36 
methods of heat transfer, 45 
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INDEX 535 

Melt crystal growth—Continued 
regimes of solute transport, 62/-63/ 
requirement for heat-transfer 

environment, 37 
seminal investigations of transport 

processes, 95 
systems, 36 
unit operation, 35 

Meniscus-defined crystal growth 
advantage, 40 
Czochralski method, 38/ 39 
definition, 39 
floating-zone system, 40 
industrial floating-zone system, 40 
liquid-encapsulated Czochralski method, 

39 
schematic representation, 38/ 
semiconductor materials grown, 39i 

Mercury-xenon lamp 
power output, 330 
spectral output, 327 

Metal lift off 
process, 365-366 
scheme, 367/ 

Metallization pattern for multichip package, 
453/ 

Metallorganic chemical vapor deposition 
(MOCVD), 203, 232 

Metallorganic molecular beam epitaxy 
(ΜΟΜΒΕ), 221-222 

Metals 
aluminum, 418-419 
analysis by ICP-MS, 513-514, 516* 
requirements of plasma etching, 418 
suitable gases for etching, 418 

Modeling of high-speed interconnections 
circuit response to input signal, 463 
distributed-circuit model, 463 
lumped-element model, 463 
representation of structures as lumped 

elements, 463 
specification of transmission line 

characteristics, 463 
Modeling of melt crystal growth systems 

accuracy of model, 42 
information for data base, 42, 44 
levels of analysis 41-42, 43/ 
use of modeling in process development, 

41 
Modeling plasma processes 

assumptions, 400, 406 
behavior of charged species, 395-396 
Boltzmann equation, 396-397 
boundary conditions, 404-405 
change in electron velocity distribution 

function because of collisions, 396 
continuity equation for positive ions, 403 
Dankwerts boundary condition, 402 
discharge physical structure, 395 

Modeling plasma processes—Continued 
electric field profile through reactor, 403-

404 
electron continuity equation, 403 
electron energy flux, 404 
energy balance, 401 
energy exchange, 396 
equation for electric field strength, 402-

403 
equation for mean electron energy, 403 
equation for total mass continuity, 401 
equation of state for gas, 402 
equations for discharge structure, 401 
equations for momentum balance, 401, 

404 
equations for neutral species, 401-402 
fluid approach 

advantage,. 398 
assumptions, 398 
compromise, 398 
disadvantage, 398 

inflow or outflow boundary, 402 
iterative process to deduce cross sections, 

397 
lack of proper experimental verification, 

406 
model of discharge behavior, 395 
modeling requirements, 395 
Monte Carlo approach, 397 
no-slip condition, 402 
particle simulation techniques, 397 
required set of equations, 400 
types of boundaries in reacting flows, 402 
unique difficulties, 399 
validation of models, 398 

Molecular-beam distribution, 189/ 
Monovacancy 

comparison of theoretical and observed 
heats and entropies of formation, 
279 

diffusion explained by multiple ionization 
level of vacancies, 279 

experimental evidence, 278-280 
formation of vacancylike defects, 280 
identification of vacancies in Si, 278 
impurity-defect interactions, 280 

Monte Carlo methods, 397 
MOSFETs (metal-oxide-semiconductor 

field effect transistors) 
accumulation, 24 
behavior of M OS capacitor, 23-24 
carrier inversion, 24 
configurations, 25, 26/ 
depletion, 24 
NMOS transistor, 24 
representations, 23/ 

Multichip package(s) 
first level of packaging, 443 
required materials, 443 
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536 MICROELECTRONICS PROCESSING: CHEMICAL ENGINEERING ASPECTS 

Multichip package for a supercomputer, 
493/ 

Multichip packaging 
advantages, 449 
crosstalk, 450 
factors determining packing density, 450 
heat removal, 450 
limiting geometrical factors, 454 
off-package connections, 450-451 
package size, 453 
package surface features, 451-452, 453/ 
power distribution, 450 
problems due to increased chip density, 

450 
total number of interconnections, 452 
wirability, 452-454 

Multichip packaging technologies 
cofired multilayer ceramic, 467 
comparison, 467t 
multilayer thick-film systems, 467 
multilayer thin-film metallization with 

polymer dielectrics, 467 
Multichip test vehicle for submicrometer 

bipolar integrated circuits, 490/ 
Multilayer ceramic substrate, cross-

sectional view, 471/ 
Multilevel resists 

advantages, 364 
benefits for lithographic processes, 364 
bilevel systems, 367-369 
lift-off processes, 365 
planarization, 364 
process complexity, 363-364 
purpose, 363 
reduction of depth-of-focus problems, 364 
reduction of line width variations, 364 
silicon-containing resists, 369 
systems, 364 
trilevel systems, 365 
typical structure, 363 

Multiple-charge-state-vacancy model, 274-
276 

Ν 
Near-UV lithography 

exposure systems, 327 
radiation range, 327 
radiation sources, 327 

Negative-acting resists 
advantages, 337 
bis(aryl)azide sensitizers, 336 
film swelling during development, 337 
improvement by use of nonswelling 

polymers, 337 
most commonly used material, 336 
reactions leading to cross-linking, 336 

Negative electron beam resists 
effect of developer solution on 

performance, 348 
incompatibility of sensitivity and 

resolution, 348 
limitation by swelling, 348 
nonswelling resists, 348 

Negative X-ray resists 
aqueous-base-developable novolac-based 

resists, 350 
poly(glycidyl methacrylate-co-ethyl 

acrylate), 350 
polystyrene-type negative resists, 350 
sensitivity and resolution, 350 
strategies to reduce swelling, 350 

Neutral species, continuity balance for 
binary system, 16 

Neutral stability curves, 71/ 
Nicpllian-Reisman model, 311-312 
NMOS (η-channel metal-oxide-

semiconductor) transistor 
fabrication, 28-30 
operation, 23 / 24-25 
process sequence, 29/ 
requirements for conductor films, 30 

Noise in interconnections 
crosstalk, 462 
impedance discontinuity, 462 
signal reflections, 462 
sources, 462 

Nonequilibrium plasmas, 380 
Normalization constant vs. fitting parameter, 

188/ 
Novolac positive resists, 347 
Nucleation in liquid-phase epitaxy 

driving force, 107 
factors affecting Gibbs energy, 107 

Nucleation of saturated indium droplets, 
115/ 

Nusselt numbers for vertical CVD reactor, 
232/ 

Ο 

Off-package connections, 450-451 
One-dimensional diffusion-controlled crystal 

growth 
balance equation for solute transport, 

46 
idealized process, 47 
solute conservation at melt-crystal 

interface, 45 
Onium salt photochemistry, 346 
Optical interconnections 

advantages, 496-497 
applications, 497 
fiber optics, 497 
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INDEX 537 

Ordinary diffusion coefficient for binary 
interactions, 238f, 239 

Organic films 
degradation by exposure to UV, 422 
design for increased durability, 420-421 
erosion by glow discharges, 420-421 
presence in plasma processing of 

materials, 420 
properties of resist masks, 420 
random chain scission, 422 
resist durability in plasmas, 420 
See also Resist(s) 

Oxidation-enhanced diffusion 
As retardation after direct nitridation, 

288, 289/ 
decrease with increasing concentration of 

diffusing impurity, 289 
dependence on doping, 288-291 
diffusivity of impurity atom, 287 
effect of chlorine, 291 
effects of vacancy generation and vacancy-

interstitial recombination, 290-291 
formation of SiCl, 291, 292/ 
fractional interstitialcy factor, 287 
group III and group V elements, 285 
illustrative experiments, 286/ 
inhibition of stacking-fault growth, 291 
interstitial formation energy, 287-288 
model assumptions, 286-287 
of Ρ and Β vs. concentration of dopant 

impurities, 290 
oxidation-enhanced dopant diffusivity 

contributions, 290 
equation, 289 

phosphorus retardation after direct 
nitridation, 288, 289/ 

refinement of models, 290 
Sb retardation after direct nitridation, 

288, 289/ 
Sb retardation during silicon surface 

oxidation, 288 
use of silicon nitride mask, 285 

Package bandwidth and critical line length 
as function of signal rise time, 456/ 

Package surface features 
bonding footprints, 451-452 
chip footprints, 452 
examples, 451 

Packaged silicon chip, 3 / 
Pancake reactors, 203, 204/ 
Parabolic rate constant 

effect of chlorine, 317 
effect of doping, 318/ 319 
increase due to water, 316 

Parallel-plate reactor, 393-394 
downstream configuration, 393/ 394 
substrate position for enhanced 

throughput, 393/ 394 
substrate position for high-temperature 

processes, 393/ 394 
Particle bombardment 

displacement of atoms, 391 
incorporation of light ions, 391 
means of imparting energy to surface, 387 
promotion of chemical reactions on 

surface, 387 
promotion of etching, 387, 388/ 
radiation damage, 391 

Pattern-etching process 
goal, 422 
profile control, 422-425 

PBS [poly(butene-l-sulfone)], 347 
PBSG, See Phosphoborosilicate glass 
Peclet numbers, 51, 52f, 225 
PECVD, See Plasma-enhanced chemical 

vapor deposition 
Peltier interface demarcation technique, 55 
Penning processes, 385 
Perimeter-bonding technology, 452 
PGA, See Pin grid array(s) 
PGMA [poly(glycidyl methacrylate)], 343 
Phase diagram(s) 

assumptions of associated-solution model, 
152 

behavior of compound semiconductors, 
160 

binodal line, 158-159 
miscibility gap 158-160 
models for calculations, 151-152 
prediction of binodal and spinodal curves, 

160 
representation, 151 
spinodal lines 159-160 

Phase diagram exhibiting miscibility gap, 
160/ 

Phase diagram of generalized ternary A - B -
C system, 134-135 t 

Phosphoborosilicate glass 
analysis 

colorimetric methods, 506-507 
instrumental methods, 507, 509, 511 
wet chemical methods, 506-507 

boron analysis, 509 
phosphorus analysis, 509 

Phosphorus diffusion 
activation energy for enhanced diffusion 

due to interstitialcy mechanism, 294 
activation energy for vacancy-dominated 

diffusion, 294, 296 
activation energy of Sb diffusion, 296 
defect generation at concentrations above 

solid solubility limit, 291-296 
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538 MICROELECTRONICS PROCESSING: CHEMICAL ENGINEERING ASPECTS 

Phosphorus diffusion—Continued 
defect generation at concentrations below 

solid solubility limit, 296 
diffusion coefficients of As and Sb, 294, 

295/ 
effect of temperature on self-interstitial 

generation, 294, 295/ 
effect on concentrations of silicon self-

interstitials and vacancies, 291 
effect on diffusion of buried layers of As 

and Sb, 291, 293/ 294, 296 
enhancement, 288 
formation of stacking faults, 296 
interstitialcy mechanism, 288 
profiles after direct nitridation, oxynitride 

formation, and inert ambient 
diffusion, 288/ 

production of silicon self-interstitial by 
high-concentration Ρ diffusion, 294 

proposed models, 291 
role of silicon nitride, 296 
variation of stacking faults, 293/ 

Phosphorus diffusivity, 290/ 
Phosphorus evaporation from In-P 

solutions, 116/ 
Phosphorus predeposition 

doping reaction, 268 
sources of P 2 0 5 vapor, 268 

Phosphorus retardation after direct 
nitridation, 288, 289/ 

Phosphosilicate glass 
colorimetric methods, 506-507 
instrumental methods, 507, 509, 511 
wet chemical methods, 506-507 

Photoassisted chemical vapor deposition 
advantage, 206 
photosensitization, 206 
routes for photons, 206 

Photochemical conversion of nitrone to 
oxaziridine, 341, 342/ 

Photolysis of o-nitrobenyl ester, 344/ 
Photoresists, See Resist(s) 
Physical vapor deposition 

analysis of CdS system, 178 
critical issues, 172 
important molecular phenomena, 172 
iteration for systems with orifice but no 

nozzle, 177-178 
model equations 

component balances, 190-192 
deposition rate, 192-193 
reaction rate, 193-195 

molar balances for ZnS system, 192 
raw materials, 172 
reactor, 172 
required model equations, 190 
simplifying assumptions for mass balance 

of ZnS system, 191-192 

Physical vapor deposition reactors 
analysis of surface reaction zone, 190-195 
distribution of species on substrate 

beam intensity on hemisphere, 182 
incident molecular flux, 182 
mass flow from source, 180, 181 
probability distribution function of 

molecules leaving nozzle, 181-182 
effect of flux variation on film properties, 

180 
high-rate sources, 184-189 
line-of-sight reactor, 173, 174/ 192 
mechanism for growth from vapor phase, 

190 
molecular phenomena, 173 
rate-controlling orifice, 173 
rate of effusion from source 

average molecular weight for 
dissociative evaporation of binary 
compound, 176 

change in density with time, 174 
charge temperature, 175 
conservation of mass, 174 
energy balance, 175-176 
equilibrium vapor pressure, 176-177 
mass flow, 176, 177 
mean free path, 176 
vapor pressure in chamber, 175 
volumetric flow rate from source, 175 

requirements of analysis, 173 
source bottle, 173, 175/ 
spatial distribution of vaporized species 

180-181 
tools for analysis, 173 

Pin grid array(s) 
advantages, 448 
description, 448 
limitations, 448-449 
package, 448/ 

Planar reactor, See Parallel-plate reactor 
Planarization, 364 
Plasma-assisted etching, See Plasma-

enhanced etching, 378 
Plasma diagnostics 

by detecting changes in plasma 
composition or impedance, 410 

by monitoring film thickness, 410 
Plasma-enhanced chemical vapor deposition 

advantage, 205 
afterglow deposition systems, 205 
complex interactions, 389, 390/ 
consequence of variation of macroscopic 

variable, 389 
control of film bonding configurations, 

389 
critical parameters, 389 
deposition of amorphous silicon, 425 
deposition of carbon films, 431-432 
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INDEX 539 

Plasma-enhanced chemical vapor 
deposition—C ontinued 

deposition of conducting films, 430-431 
deposition of silicon dioxide, 430 
deposition of silicon nitride, 428-430 
electron-impact ionization, 205 
generation of plasmas, 205 
macroscopic plasma variables, 389 
microscopic plasma parameters, 389 
molecular dissociation, 205 
role of positive-ion bombardment of 

surface, 205 
type of plasmas used, 205 
use of high-energy electrons in glow 

discharges, 377 
Plasma-enhanced etching 

advantages over wet etching, 378 
dislocation loops, 391 
effect of radiation damage, 392 
important heterogeneous processes, 386 
impurity incorporation, 391 
nature of primary reaction product, 383-

384 
promotion of surface reactions, 386 
radiation damage, 391 
structural damage, 392 
substrate damage, 392 
use of high-energy electrons in glow 

discharge, 377 
Plasma etching, 394 

etchant-unsaturated species model, 411-
412 

F / C ratio model, 410-411 
modeling requirements, 410 
See also Plasma-enhanced etching 

Plasma functions, 377-378 
Plasma processes 

limited understanding of synergistic 
effects, 432 

primary limitations, 432 
Plasma reactor(s) 

average potential distribution, 382 
basic components, 392 
configurations, 393/ 
models, 408f-409i 
parallel-plate reactor, 393-394 
temperature gradients, 395 

Plastic-leaded chip carrier with J-shaped 
leads, 447/ 

PMIPK [poly(methyl isopropenyl ketone)], 
342 

PMMA, See Poly(methyl methacrylate) 
PMOS (p-channel metal-oxide-

semiconductor) transistor, 25 
PMPS [poly(2-methyl-l-pentene sulfone)], 

350 
p-n junction 

built-in potential, 18 

p-n junction—Continued 
carrier diffusion, 18 
current-voltage characteristics, 20/ 
formation, 18 
forward bias, 20 
net current across junction, 18 
reverse bias, 20 
types, 19/ 

Point defect(s), 266 
balancing act, 278/ 
creation of gettering sites, 278 
definition, 278 
dominant point defect in silicon, 278-281 
effect on diffusion and oxidation, 277 
examples, 279/ 
monovacancy, 278-280 
precipitation of oxygen, 277-278 
silicon self-interstitial, 280 
stable point defect 

monovacancy, 278-280 
silicon self-interstitial, 280-281 

temperature dependence of structure and 
properties, 281 

Point defect production as a result of 
implantation damage 

features of models, 298-299 
models, 298/ 

Poisson equation, 17 
Poly(butene-l-sulfone) (PBS), 347 
Poly(p-ieri-butyloxycarbonyloxystyrene), 344 
Polycrystalline silicon 

doped films, 427 
effect of doping on etching, 414 
etching by bromine and chlorine, 414 
etching by F, 413 
formation from dichlorosilane, 427 
gaseous sources of bromine and chlorine 

for etching, 414 
Poly(glycidyl methacrylate), 343 
Polyimides 

drawbacks, 479 
reaction sequence for synthesis, 478/ 
required improvements, 479 
rigid-rod polyimides, 480 
unique properties, 479 
use in thin-film multilayer 

interconnections, 479 
Polymer bombardment by electrons, 346 
Poly(methyl isopropenyl ketone), 342 
Poly(methyl methacrylate), 342 

degradation patterns, 347 
glass transition temperature, 347 
resolution and sensitivity, 347 
variants 

electron-withdrawing groups, 347 
halogenation of side chain, 347 
terpolymer resist, 347 

Poly(2-methyl-l-pentene sulfone), 350 
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540 MICROELECTRONICS PROCESSING: CHEMICAL ENGINEERING ASPECTS 

Poly(olefin sulfone)s 
degradation, 347 
sensitivity, 347 

Polyphotolysis, 338, 339/ 
Polystyrenes as resists, 348 
Positive-acting resists 

advantages, 337 
DNQ-novolac-based resists, 337 
polyphotolysis, 338, 339/ 
sensitizer optimization, 338 

Positive X-ray resists 
DNQ-novolae resists, 349 
enhancement of PMMA sensitivity, 349 
PMMA, 349 
resists based on chemical amplification, 

349-350 
Postbaking, 359-360 
Postdevelopment treatment of resists 

additive processes, 361 
descum, 360 
pattern transfer by dry etching, 361 
pattern transfer by wet etching, 360-361 
substrate modification, 360 

Potential distribution in a parallel-plate 
plasma etcher, 382/ 

Power distribution in integrated-circuit 
packages 

characteristics of distribution structures, 
463 

decoupling capacitors, 463 
design requirements, 463 
voltage spikes, 463 

Prandtl number, 50-51, 52f 
Prebaking 

conditions, 357 
determination of annealing temperature 

range, 357 
effect of cooling on wafer, 357 
factors, 357 
purpose, 357 

Predeposition, 266-267 
boron, 267-268 
goal, 269 
number of atoms deposited, 269 
partial pressure of dopant gas, 268 
phosphorus, 268 

Printed wiring board with surface-mounted 
leadless ceramic chip carriers, 446/ 

Probability distribution vs. density gradient, 
186/ 

Process sequence for integrated-circuit 
manufacture, 4 / 

Profile control 
alteration of specific chemistry, 425 
anisotropic etching, 423-425 
control of erosion of masking layer, 422 
schematic diagram, 426/ 

Projection printing 
advantages and disadvantages, 328 

Projection printing—Continued 
interference phenomena, 328, 329 
resolving power, 328-329 
solutions to standing-wave problems, 329 
standing-wave effect, 329 
use in high-resolution work, 328 

Propagation delay, 461, 462 
Proximity printing, 327 
PSG, See Phosphosilicate glass 
Puddle dispense, 355 
PVD, See Physical vapor deposition 

Q 

Quantum yield, 336-337 

R 
Radial segregation as function of Rayleigh 

number, 81/ 
Radical- or atom-surface interactions, 386 
Radio frequency, effect on ion kinetic 

energy, 383 
Radio-frequency (rf) glow discharge systems 

chemical characteristics, 383-390 
deviation of voltage ratios from theory, 

382 
establishment of time-average plasma and 

electrode potentials, 381 
factors affecting electrical characteristics of 

discharge, 383 
floating potential, 380 
formation of positive plasma potential, 381 
physical and electrical characteristics, 

380-383 
plasma potential, 380 
positive-ion bombardment, 380 
potential of powered or externally biased 

electrode, 380 
potentials in glow volume, 381 
ratio of voltages on electrodes, 381-382 
sheath, 381 

Ramp cooling, 129-130 
Rapid thermal annealing 

enhanced Ρ diffusion, 307, 308 
transient diffusion of Β 306, 307/ 

Rayleigh number, 52, 58, 225 
Reaction rate 

apparent rate constant, 194 
control of deposition by incident fluxes 

and rates of reaction, 194-195 
predictive equation for deposition, 194 
rate relationships for ZnS system, 194 
ZnS deposition as function of sulfur 

incident-flux rate, 194-195 
Reactions on solid surfaces exposed to glow 

discharge 
Auger emission processes, 386 
secondary electron generation, 386 
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INDEX 541 

Reactive-ion etching, 361, 394 
Reactive-sputter etching, 394 
Reactors for chemical vapor deposition, 204/ 
Reduced standard-state chemical potential 

difference 
choice of reference, 137 
deficiency of data base for estimation, 150 
estimation 

from experimental data, 141-142 
from solution model, 143-147, 150 
values of constants, 141f 

experimental values vs. reciprocal 
temperature 

method I, 142, 143/ 
method II, 142, 144/ 
method III, 142, 145/ 
method IV , 142, 146* 

simple-solution model, 144-146, 147/ 
thermodynamic sequences for calculation, 

138/ 
method I, 137-139 
method II, 138/ 139 
method III, 138/ 139-140 
method IV, 140-141 

values based on solution model, 147/ 
values from solution model in conjunction 

with experimental data for various 
thermodynamic sequences 

method I, 146, 148/ 
method III, 146, 149/ 

Rent's rule 
application to packaging, 450-451 
assumption, 451 
equation, 450 

Resist(s) 
adhesion promoters, 335 
adhesion to substrate, 335 
analysis by dissolution curves, 331-332 
analysis of contrast, 333-334 
analysis of etching resistance, 335 
analysis of resolution, 334 
analysis of sensitivity, 332, 333/ 
chemical basis, 326 
contact printing, 327 
definition, 28, 326 
determination of dissolution curves, 332 
device degradation during stripping, 422 
electron back scattering, 330 
electronic stopping power, 330 
enhancement of etch rates by ion 

bombardment, 421-422 
exposure response curves, 332 
formation of image, 326 
imaging methods, 327 
inconsistent demands, 421 
Langmuir-Blodgett films, 352 
limitation of single-layer resists, 363 
measurement of sensitivity, 334 
minimum feature size transferable, 328 

Resist(s)—Continued 
modulation index, 328 
negative, 326 
optimization of processing conditions, 

339-340 
phenol-formaldehyde-based resin, 421 
plasma-developable resists, 421 
plasma processes for stripping, 422 
positive, 326 
positive resists, 28 
primary characteristics for performance 

evaluation, 331 
projection printing, 328 
properties of materials, 327 
proximity printing, 327 
quality of pattern transfer, 328 
schematic representation of action, 326/ 
sensitivity, 331 
sensitivity curves, 332 
stripping, 327 
three-component systems, 345-346 
use of oxygen plasmas for stripping, 421 
use of special additives, 339 
variations in dissolution rates, 332 
See also Organic films 

Resist development 
coiled dissociation, 358 
commercial developers, 358 
DNQ-novolac systems, 358 
effects of solvent composition and 

temperature, 359 
factors affecting rate of dissolution, 358, 

359 
kinetic effects, 359 
mechanism of film dissolution, 358 
modeling of glassy-polymer dissolution, 

358 
operating parameters, 358 
solvent penetration, 358 
steps in film dissolution, 358 
techniques, 357-358 
thermodynamics of swelling and 

dissolution, 359 
traditional method, 357 
transport model, 359 

Resist materials 
acetal-type acid-labile compounds, 346 
onium salt photoinitiators, 344, 346 
optical resists, 336-342 
rigorous requirements, 335 

Resist planarization, 356/ 
Resist processing 

auxiliary process steps, 362 
cleanliness, 353 
controllable parameters, 353 
development, 357-358 
effect of contamination, 353 
effect on pattern quality, 352 
exposure, 327-331 
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542 MICROELECTRONICS PROCESSING: CHEMICAL ENGINEERING ASPECTS 

Resist processing—Continued 
hardware parameters, 352-353 
postbaking, 359-360 
postdevelopment treatment, 360-362 
prebake, 357 
resist adhesion, 354 
resist planarization, 356 
resist stripping, 362 
rework, 362-363 
sensitivity to environmental factors, 353 
spin coating, 355-356 
steps, 353, 354 
substrate preparation, 353-355 
use of adhesion parameters, 355 

Resist sensitivity, 334 
Resist stripping 

ashing of resist, 362 
commercial organic strippers, 362 
plasma stripping, 362 
selection of stripper, 362 
solvent-type strippers, 362 

Resists based on chemical amplification 
chemistry, 344 
description, 344 
example, 345 
processing, 344, 345/ 

Resolution 
causes of poor resolution, 334 
definition, 334 
determination, 334 

Reverse diffusion effect from implantation 
damage annealing, 304/ 

Reynolds number, 51, 52f 
RIE (reactive-ion etching), 361, 394 
Rise time degradation, 461 

S 

Sb retardation after direct nitridation, 288, 
289/ 

Sb retardation during silicon surface 
oxidation, 288 

Scaling analysis 
chaotic convection, 53 
dimensionless groups, 50-53 
finite-amplitude flows, 53 
nonlinear transitions, 53 
surface-tension-driven motions, 53 
thermosolutal convection, 53 
time-periodic convection, 53 

Schmidt number 50-51, 52f 
SCP, See Single-chip packaging 
Screen printing, 486 
Self-diffusion by vacancy mechanism 

activation energy, 274 
fraction of activated atoms, 273 
frequency of exchange, 273 
jump frequency, 273 
schematic representation, 273/ 

Self-interstitial diffusion model, 285/ 
SEMI, See Semiconductor Equipment 

Manufacturers International 
Semiconductor(s) 

carrier generation, 17 
carrier lifetime, 17 
direct type, 9 
effective masses, 10t-llf 
energy band gaps 10f-llf 
indirect type, 9 
thermal conductivity vs. CRSS, 42/ 
total current due to an applied field, 16 
transport properties l O i - l l i , 

Semiconductor Equipment Manufacturers 
International 

inadequacy of chemical specifications for 
semiconductor manufacture, 516 

specifications for chemicals, 516 
Semiconductor industry 

consequences of poor chemical quality, 
516 

employment of chemistry professionals, 
505 

lack of chemical expertise, 505 
quality control for chemicals, 518 
quality control of chemicals, 516 
rapid development, 2-3, 5 / 
reactor types, 171 
specifications for chemicals, 516 
types of chemicals used, 516 
use of chemicals, 505 

Sensitivity analysis for resists 
completion dose, 332 
incipient dose, 332 
relevant phenomena, 332 

Sensitivity curves, 332, 333/ 
Sheath, 381 
S i + implants 

effect on boron diffusion, 305, 306 
formation of amorphous layers, 305 

SiCl formation, 292/ 
SiH 4 decomposition 

by loss of hydrogen radical, 216 
fate of silylene, 216 
first-order rate constant, 220/ 
initial pyrolysis reaction, 216 
mechanism, 215 

S i H 4 surface reactions 
nonuniformity caused by S i H 4 and higher 

silanes, 248-249 
P H 3 poisoning, 248 

S i H 4 trajectories in free molecular flow, 
224/ 

Silanes, sticking coefficients 221 
Silicon 

crystal structure, 5, 8 / 
effect of doping on etching, 414 
etching by bromine and chlorine, 414 
etching by F 
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INDEX 543 

Silicon—Continued 
gaseous sources of bromine and chlorine 

for etching, 414 
gaseous sources of F for etching, 413 
major products of etching by F, 413 
mechanism for carbon removal, 415 
rate of etching by F, 413 

Silicon-containing resists, 369i, 370 
Silicon crystal 

debate on dominance of vacancies vs. self-
interstitials, 283/ 

difficulty in distinguishing dominance of 
vacancies or interstitials, 281 

equilibrium concentration of vacancies 
and self-interstitials, 283 

native defect, 281 
questions regarding coexistence of 

vacancies and interstitials, 283-284 
reaction between vacancies and self-

interstitials, 282 
self-interstitials, 281 
surface as source or sink for vacancies and 

self-interstitials, 281 
total diffusion coefficient for self-diffusion, 

283 
vacancies, 281 
vacancy-self-interstitial recombination, 

282 
Silicon dioxide 

applications, 430 
deposition by PECVD, 430 
effect of H 2 selectivity of etching by F, 

415, 416/ 
etchant gases for selective etching, 414-

415 
hydrogen impurity, 430 
production from SiH 4 , 430 
properties, 430 
rate of etching by F, 414 
role of ions in etching selectivity, 415 
selective etching, 415 
source of F atoms for etching, 414 
suitable etchants, 414 

Silicon doping, goal, 265 
Silicon growth 

effect of dopants on kinetics, 221 
effect of impurities, 221 
elucidation of mechanism, 220 
from SiH 4 and Si, 220-221 

Silicon nitride 
correlation between deposition 

temperature and ion bombardment, 
428, 429/ 

deposition by high-temperature CVD, 428 
deposition by PECVD, 428 
etchant gases for selective etching, 414 
factors affecting concentrations and 

bonding configurations of Si, Ν, and 
H, 428 

Silicon nitride—Continued 
hydrogen in film deposited by PECVD, 428 
oxygen impurity, 429-430 
reduction of hydrogen content, 428-429 
role of ions in etching selectivity, 415 
selective etching, 415 
suitable etchants, 414 
tensile stress, 430 

Silicon oxidation 
assessment of models, 313 
cleaning solutions, 314 
comparison of models, 310, 311/ 
control by surface reaction or mass 

transport, 311 
Deal-Grove model, 310, 317, 319 
dependence of oxide thickness on time, 

309-313 
diffusion of oxidizing species through 

oxide layer, 309 
effect of doping with phosphorus, 318 
effect of preoxidation clean on oxide 

growth rate, 315/ 
effect of silicon orientation on rate, 317-

318 
effects of chlorine, 316-317 
effects of water, 315-316 
enhancement by doping, 318 
Ho-Plummer model, 319 
in planar-device fabrication, 308 
linear growth regime, 310 
model using linear-parabolic macroscopic 

formulation, 308 
model using power law, 310, 311 
models explaining deviation from linear-

parabolic kinetics, 312-313 
Nicollian-Reisman model, 311-312 
parabolic rate constant, 310 
primary goal, 277 
process variables, 314 
production of hydroxyl groups, 315 
rate constants vs. doping levels, 318/ 
rate constants vs. HCI concentration, 317/ 
required oxidant fluxes, 309 
role in diffusion of dopants, 308 
role of point defects, 277 
role of silicon point defects, 319, 320/ 
silicon surface cleaning, 314-315 
surface-cleaning effects, 314 
surface-controlled process, 310 
thermal oxidation process, 308 
thick-oxide case, 310 
thin-oxide case, 310 
viscous-flow model, 312 

Silicon oxide 
amorphous silica, 313 
entry of impurities, 313 
structure, 313 

Silicon processing 
first level of process design, 277 
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544 MICROELECTRONICS PROCESSING: CHEMICAL ENGINEERING ASPECTS 

Silicon processing—Continued 
goal of doping, 277 

Silicon-processing technology 
basis, 265 
importance of oxidation and diffusion, 265 
important developments, 265 
regimes for shallow junctions and thin 

oxides, 266 
requirements of modern devices, 265-266 

Silicon self-interstitial 
activation energy of formation, 280 
B-swirl defects in silicon, 280 
experimental evidence and arguments, 

280 
extrinsic-type dislocations, 280 
in Β and Ρ diffusion, 280 
self-interstitial migration, 280 

Simple Ficldan diffusion expression, 239 
Single-chip packages, 442, 443 
Single-chip packaging 

limitations, 449 
pin grid arrays, 448-449 
surface-mounted packages, 445 

Si -S i0 2 interface, 313-314 
contribution of defects to electrical 

properties, 316 
effects of chlorine, 316-317 
generation of extrinsic defects at interface, 

316 
oxidation reactions, 319 
reaction of hydrogen with surface silicon 

atoms, 316 
Small-outline integrated circuit (SOIC), 447/ 
Small-outline integrated-circuit (SOIC) 

package, 445, 447/ 
Software packages 

finite-element modeling of heat transfer 
and mechanical stress, 466 

modeling nonlinear electrical circuits and 
transmission lines, 466 

SOIC (small-outline integrated circuit), 447/ 
Solid(s) 

classification by conductivity, 5 
conduction electrons, 8 
doping, 8 
energy bands, 8-9 
holes, 8 
specific applications based on physical 

structure, 6 
types of physical structure, 5 
valence electrons, 8 

Solid microstructure 
control parameter for transitions in 

interface morphology, 71, 73 
criterion for onset of interface, 70 
effect of surface energy on spatial 

microstructure of interface, 70 
evolution of cellular forms, 71, 72/ 73 

Solid microstructure—Continued 
formation of cellular and dendritic 

patterns, 69 
melting temperature, 69 
neutral stability curves, 71 
nonlinear transitions, 71, 73 
relation to transport processes, 69-71, 73 
source of interface instability, 69-70 

Solid-phase interaction parameter 
determination from elastic-crystal 

parameters, 154 
determination from mismatch of lattice 

parameters, 154 
prediction by delta-lattice-parameter 

model, 154 
use in calculation of phase diagrams, 154 

Solid-state diffusion 
concentration of impurity as function of 

space and time, 267 
continuity equation, 266 

Solute boundary layer 
analysis, 66-69 
dimensionless boundary layer equation, 

68 
effect of multicellular structures, 69 
scaled form of solute balance at interface, 

68 
velocity field in thin layer, 68 

Solute segregation 
analysis of solute boundary layer, 66-69 
characterization of convection effect by 

stagnant-film thickness, 64 
conventional boundary layer thickness, 67 
Czochralski crystal growth, 66 
effect of axial magnetic field, 69 
effect of cellular convection, 61 
effect of fluctuations in velocity and 

temperature fields, 61 
effective segregation coefficient, 59, 66 
regimes, 59, 60-61/ 
relation to flow patterns in the melt, 61 
scaling for boundary layer adjacent to no-

slip surface, 66 
solute balance at melt-crystal interface, 

64 
two-dimensional solute balance equation, 

64 
variation in concentration field, 66 

Species balance, 238*, 239 
Spin coating, 485-486 

dependence of film thickness on spin 
speed, 355-356 

film thickness, 355 
film uniformity, 356 
important parameters, 355 
mathematical models, 356 
resist planarization, 356 
techniques, 355 
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INDEX 545 

Spray coating, 486 
Stacking faults 

definition, 284 
growth during oxidation, 285 

Stagnant films 
assumptions in theory, 65 
composition profile, 64-65 
deficiency of model, 65-66 
effective segregation coefficient in terms of 

stagnant-film thickness, 65 
Standing-wave effect, 329 
Static dispense, 355 
Step cooling, 130 
Stranski-Krastanov growth, 209 
Subtractive approach for processing thin-film 

multilayer structures, 482/ 
Sulfuric acid 

effect of trace-element content on yield in 
semiconductor manufacture, 518 

elemental content, 517i 
predominant elements, 518 
variation in trace-element content, 518 

Superconductors in interconnections, 496 
Supercooling, 129-130 
Surface damage and surface inhibitor 

mechanisms for ion-assisted 
anisotropic etching, 424/ 

Surface-kinetics-controlled growth in liquid-
phase epitaxy 

critical supersaturation for nucleation, 131 
variation in saturation temperature, 132 
variation of liquidus temperature with 

orientation, 132 
Surface mount technology, 444 
Surface-mounted packages 

advantages of surface mounting, 445 
chip carriers, 445-446 
small-outline integrated circuit (SOIC), 

445, 447/ 
Susceptor rotation, effect on deposition, 

234/ 
Synergistic phenomena 

etching of silicon, 387-388 
film formation, 388-389 

Τ 

T C M (thermal conduction module), 471 
Thermal budget reduction, 296-297 
Thermal conduction module (TCM), 471 
Thermal design of integrated-circuit 

packages 
convective heat transfer, 464 
enchancement of convective heat transfer, 

465-466 
heat transfer by thermal conduction, 464 
heat transfer in one-dimensional heat 

flow, 464 

Thermal design of integrated-circuit 
packages—C ontinued 

importance of heat removal, 464 
materials and designs for reduction of 

thermal resistance, 465 
methods of cooling, 465-466 
thermal resistance, 465 

Thermodynamic properties of liquid solution 
discrepancies between observed and 

calculated values, 151 
limitation of simple-solution model, 151 

Thermodynamic properties of solid solutions 
estimation of model parameters, 153, 154 
from phase diagram assessment, 156 
limitation of phase diagram assessment, 156 

Thick-film multilayer structures 
conductor materials, 469 
dielectric pastes, 469 
fabrication, 469 
patterning of conductor and dielectric 

paste, 469 
Thick-film multilayer technology 

advantages, 469 
application, 467 
multichip package, 467, 468/ 469 

Thiele modulus, 245 
Thin-film metal layers, use in packaging, 474 
Thin-film multilayer(s) 

conductor deposition 
vacuum processes, 484 
wet processes, 484 

direct patterning 
laser ablation, 488-489 
photosensitive polyimides, 488 

etching processes for conductor patterning 
ion-beam etching, 485 
reactive-ion-beam etching, 485 
reactive-ion etching, 485 
wet etching, 485 

excimer laser etching, 489 
metal deposition processes, 484 
polyimide deposition 

polyimide films, 485 
polyimide solutions, 485-486 

polyimide patterning 
dry processes, 486-488 
process steps, 487/ 
wet processes, 486 

Thin-film multilayer interconnections 
advantages, 474, 476 
applications, 476 
aspect ratio, 480 
characteristic impedance, 476 
conductors 

aluminum, 477 
copper, 477-478 
gold, 477, 478 

cross section, 475/ 
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546 MICROELECTRONICS PROCESSING: CHEMICAL ENGINEERING ASPECTS 

Thin-film multilayer interconnections— 
Continued 

crosstalk, 476 
dielectric materials 

other polymers, 480 
polyimides, 478 

flexibility, 476 
functional prototype packages 

hybrid multichip circuits, 490 
microprocessor module, 489 
module for image-processing 

applications, 490, 492/ 
random-access-memory module, 490 
two-layer Cu-polyimide 

interconnection approach for digital 
cipher electronics, 490 

interconnection capacitance 
interconnection density, 474 
interconnection resistance, 474 
logic module for supercomputers, 492-

494 
minimum feature sizes, 480 
need for anisotropic etching, 480 
novel approaches, 490, 492 
packaging approaches, 472, 473/ 
planarization of layers, 480 
production cost advantages, 476 
propagation delay, 476 
substrates 

ceramics, 477 
desirable properties, 476-477 
metals, 477 
silicon, 477 

test vehicles, 489 
unique processing problems due to 

substrate variety, 480-481 
use of high-conductivity metals, 474 

Thin-film multilayer packaging 
conductor materials, 472 
interlayer dielectric materials, 472 
resistor materials, 472 
substrates, 472 

Thin-film multilayer processing 
additive approach, 482-483 
comparison of approaches, 483-484 
defect detection, 481 
feature sizes, 480 
repair techniques, 481 
substrates, 480-481 
subtractive approach, 482 
unique process requirements, 480 
yield, 481 

Three-component resists, 345-346 
Time-of-flight delay, 462 
Titanium, etching, 420 
Transmission lines 

effects of propagation delay and resistive 
losses on input signal, 459, 460/ 

fundamental parameters 
characteristic impedance, 456-457 

Transmission lines, fundamental 
parameters—C ontinued 

propagation constant, 456,457 
idealized signals, 460/ 
input signal for lossless line, 459 
lossless lines, 458 
lossy lines, 458-459 
offset stripline, 456 
stripline, 456 
structures, 456, 457/ 
use, 455-456 

Transport processes 
relation to crystal defect formation, 73-

74, 75 / 76 
relation to solid microstructure, 69-71, 73 

Trilevel resists 
advantages and disadvantages, 365 
pattern transfer, 365 
process 365, 366/ 
transfer layers, 365 

Unit operations in integrated-circuit 
manufacture 

list 27t 
NMOS fabrication, 28-30 
overview, 26-28 

Vacancy atom fraction, 272, 273 
Vacancy mechanism 

assumption, 275 
charge states of vacancy, 274 
concentration-dependent diffusion, 276, 

277/ 
consequence of creation of vacancy, 274 
control of population of ionized vacancies, 

275-276 
ratios of ionized vacancies to neutral 

vacancies, 276/ 
reequilibration, 275 

Vapor-phase epitaxy, 202-203 
Vertical Bridgman-Stockbarger system 

analysis of heat transfer, 76-77 
convection and segregation 

calculations of solute transport, 79 
changes in melt-crystal interface, 77 
effect of axial magnetic field, 82 
effect of higher convection levels, 82 
flows, 77, 79 
heat transfer in the melt, 77 
isotherms and convection patterns, 77, 

78/ 
quantitative prediction, 79 
radical segregation, 81-82 
solute concentration fields, 79, 80/ 81 

sample isotherms and flow fields, 78/ 79 
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Vertical Bridgman crystal growth 
axial segregation data, 66/ 
effect of transverse magnetic field, 60/ 
etching patterns, 55, 56-57/ 58 

Vertical Bridgman system, spatial scales for 
modeling melt crystal growth, 43/ 

Vertical reactor, 203, 204/ 
Very-large-scale integrated circuits 

bipolar integrated circuits, 465 
bonding requirements, 442 
ceramic pin grid array, 448 
interconnection requirements, 442 

VLSIC, See Very-large-scale integrated 
circuits 

Volmer-Weber growth, 208, 209/ 

W 
Wafer preparation 

cleaning procedures, 353, 354 
dehydration bake, 354 
resist irregularities caused by particles, 

353-354 
sources of contamination, 353 

Water 
effect on parabolic rate constant, 316 
effect on silicon oxidation, 315-316 
generation of extrinsic defects at interface, 

316 
loosening of S i 0 2 structure, 316 
metal content of ultrapure water, 516f 
specification of metallic materials, 513-

514 
Water quality 

attainable levels of analysis, 513 
importance in semiconductor 

manufacture, 512-513 
specifications for pure water, 513, 514i-

515f 
Watkins replacement mechanism, 282/ 
Weber number 52f, 53 
Wet etching 

advantages, 361 
critical problems, 378 
etchants, 360 
formation of isotropic profile, 378 
formation of sloped edges, 360 
limitations, 360 
overetching, 378 
preferred method for pattern delineation, 

378 
Wet (solution) chemical analysis 

analysis of chromium silicides, 512, 513f 

Wet (solution) chemical analysis—Continued 
analysis of isopropyl alcohol, 516 
analysis of metal silicides, 511-512, 513i 
analysis of molybdenum silicides, 512, 

513i 
analysis of silicon in aluminum films, 511, 

512f 
analysis of sulfuric acid, 517-518 
analysis titanium-tungsten materials, 511-

512 
boron removal from boron-doped crystals, 

509, 511 
comparison with electron beam 

techniques, 506 
comparison with spectroscopic techniques, 

507 
determination of specific phosphorus 

compounds, 509 
ion chromatography, 518-519 
measurement of dopant uniformity across 

wafer, 507, 510/ 
other applications, 519 
sample preparation, 507 
scheme, 508/ 
standardization, 507 
use in resolving microcontamination 

problems, 518-519 
use in semiconductor manufacture, 506 

Wirability 
definition, 452 
estimation, 452 

X 

X-ray lithography 
advantages, 330 
for fabrication of high-quality masks, 330 
performance factors, 
problems, 331 

X-ray resists 
dependence of sensitivity on X-ray 

generation method, 348-349 
enhancement of sensitivity, 349 
key issues, 348, 349 
reactions underlying behavior, 349 

X-ray sources, radiation intensity, 349 

Ζ 

Zinc blende lattice, 5-6, 8/ 
ZnS deposition as function of sulfur 

incident-flux rate, 195/ 
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